AUTONOMOUS VEHICLE REGULATION: HOW AN UNCERTAIN LEGAL LANDSCAPE MAY HIT THE BRAKES ON SELF-DRIVING CARS

Jessica S. Brodsky

The automobile was an undeniably transformative invention. It revolutionized nearly every level of modern society, including personal and commercial transportation, national infrastructure, urban design and planning, and even warfare. Cars are arguably responsible for the shape and character of modern industrialized societies. But the enormous social utility of automobiles comes with a surprisingly large societal cost. Every year, more than 30,000 people in the United States die in car accidents.1 Vehicle emissions take a huge toll on our environment.2 Our cities are, to a large extent, far less walkable.3 Americans now spend an average of forty-two hours stuck in traffic every year.4 A 2010 report found that traffic accidents
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cost American households $836 billion every year, and traffic jams alone cost $124 billion.

Now, however, autonomous vehicles are right on the horizon. These vehicles, capable of navigating with little or no human intervention, may be the solution to many of the problems caused by traditional automobiles and provide some unexpected benefits. For example, ninety percent of car accidents are caused by human error. But once autonomous cars are commercially available, many predict accidents rates will decrease rapidly. Autonomous vehicles will also improve the flow of traffic, saving time and infrastructure spending. Interstate transport will become much cheaper and safer. And the introduction of autonomous taxis may decrease the total amount of cars on the road, benefitting both our cities and the environment.

---


7. This Note uses the terms “autonomous vehicle” and “self-driving car” interchangeably. Additionally, this Note takes an optimistic view of autonomous vehicles—it assumes that they will work as predicted, and the analysis that follows is grounded in that assumption.


But the transition from human-driven to autonomous cars will not be seamless because it remains unclear how they fit into existing legal and regulatory frameworks. Scholars have speculated about how exactly the law should and will handle the introduction of autonomous vehicles, reaching differing and often contradictory conclusions and suggestions. Some believe that existing legal frameworks will adequately address any issues, while others believe that new, comprehensive federal laws are necessary. This Note concludes that federal regulatory changes are probably necessary to address a variety of real and potential barriers to the successful nationwide introduction of autonomous vehicles. For the immediate future, Congress should at least consider a uniform, nationwide set of vehicle laws for autonomous vehicles. At most, the government should establish a new agency to handle novel issues surrounding artificial intelligence and robotics. Other scholars, however, have advocated for more moderate and sometimes unorthodox solutions that could solve the issues raised by autonomous vehicles without enacting new laws.

In Part I, this Note summarizes the history of autonomous vehicles. Part II discusses legal scholarship finding that autonomous vehicles are probably legal, then discusses the problems with using a traditional tort and contract law framework to assess autonomous vehicle liability, with a focus on products liability, assumption of risk, and varied state vehicle laws. Part III provides an overview of the current and pending state autonomous vehicle legislation, along with several scholars’ proposed regulatory frameworks for the future. Finally, Part IV concludes that a uniform set of vehicle laws may be the best solution for the time being and discusses how inconsistent state laws may create obstacles for the design and release of autonomous vehicles.

I. THE HISTORY OF AUTONOMOUS VEHICLES

The world has been intrigued by the idea of a car that can drive itself since the early twentieth century. In 1939, General Motors (GM) displayed its Futurama exhibit, which consisted of a large model of a futuristic city where cars drove themselves seamlessly across automated highway tracks. Manual, human-driven automobiles at that time were incredibly dangerous, partly because of narrow, ill-paved roads that had

initially been used for horse-drawn carriages. To early designers, automated highways seemed to solve the problem of dangerous roads and unsafe automobiles, and those designers envisioned new infrastructures where magnetic fields or rails kept cars moving safely in contained lanes.

Two decades later, GM and RCA, a major electronics company at the time, began experimenting with scale models of automated highway systems that featured coils that could detect “the alternating current of a wire embedded in the road and . . . adjust the steering wheel accordingly.” GM also developed the Firebirds, a series of concept cars that were used to promote automated driving but were actually not automated at all. By the late 1950s, GM had developed additional models that used wire currents with some success and were able to detect obstacles in the road.

GM’s concept cars were initially popular with the public, but once it became clear that the designers had reached the technological limits of the time period, research and development quickly waned. Additionally, Congress began passing a series of federal safety and emission standards, and research shifted to finding more fuel-efficient ways of designing cars.

Across the ocean in Japan, a team of engineers was working to develop its own version of an autonomous vehicle. In 1977, S. Tsugawa and his colleagues at the Tsubuka Mechanical Engineering Laboratory displayed the first truly autonomous car, which featured two cameras that could process images of the road and used white street markers to track its direction.

Then, beginning in the 1980s, universities began teaming up with transportation agencies and automotive companies to research and design new concepts for autonomous vehicles. These concept vehicles tended to fall into two categories: automated highway systems that would guide automated vehicles on some sort of grid; and autonomous and semi-autonomous vehicles that could function independently of the highway.
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Research into these concepts resulted in promising demonstrations and products. In 1997, the California Partners for Advanced Transit and Highways (PATH) demoed their project “DEMO 97,” which consisted of eight autonomous vehicles moving down 7.6 miles of the I-15 Highway embedded with magnets. An example of an early independent autonomous vehicle was the vehicle developed by notable German aerospace engineer Ernst Dickmanns and his team in the early 1980s that managed to travel at one hundred kilometers per hour on an empty highway, guided by cameras. The success of this project earned Dickmanns the nickname “the pioneer of the autonomous car.” In 1995, Carnegie Mellon researchers demoed their NavLab series of autonomous vehicles, and the fifth model of the series drove across the country and was ninety-eight percent autonomous. However, the car was only able to drive about seventy miles without human intervention.

In the early to mid-2000s, researchers and automobile companies began to seriously consider autonomous vehicles within reach. The U.S. Defense Advanced Research Projects (DARPA) held a series of “Grand Challenges” to see who could develop the best autonomous vehicles and drive them through a race course, with a prize of one million dollars. The first challenge, held in 2004, met with limited success: the winner, the Carnegie Mellon team, only managed to get its car 7.3 out of 150 miles before it got stuck on a turn. The following year, the prize money increased to two million dollars and there were twice as many entries. Stanford’s vehicle took first place, completing the course with an autonomous Volkswagen Touareg. In 2007, DARPA staged an urban racecourse that featured four miles of congested traffic, and several of the vehicles completed the course.

These contests brought significant popularity to autonomous vehicles, and companies such as GM and Volkswagen teamed up with leading university research centers to develop more advanced autonomous vehicles.
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vehicles. As of late 2015, Google's efforts appear to have paid off: Google's autonomous vehicle crossed the million-mile mark in June, having driven a total of one million miles on public roads, through congested traffic areas, and on challenging streets such as San Francisco's famously curved Lombard Street. Google's cars have only been involved in sixteen minor accidents in six years, all of which are allegedly the fault of other drivers.

Several other companies are trying their hand at autonomous vehicles. Uber opened up its own self-driving car lab in early 2015 with the vision of creating driverless taxis. Tesla has been working on self-driving cars for several years, rolled out an autopilot mode to its existing cars beginning in October 2015, and hopes to commercially release a line of fully autonomous vehicles by 2018. BMW, Mercedes-Benz, and now Apple have decided to develop their own versions of self-driving cars. The Obama administration has even proposed a four-billion-dollar, ten-year plan to spur the development of these vehicles. But with imminent public release
comes a series of important questions: how should these cars be regulated, and who should be liable when something goes wrong?48

II. CURRENT CONCEPTIONS OF THE LAW APPLICABLE TO AUTONOMOUS VEHICLES

As the reality of commercially available self-driving cars becomes more imminent, concerns about how the law—specifically tort law—will treat liability for autonomous vehicles has risen considerably.49 Recently, Volvo’s CEO Håkan Samuelsson announced in a press release that he believes that regulatory rather than technological hurdles are the biggest barriers to moving forward with self-driving tech, and as such, he has promised that Volvo “will accept full responsibility whenever one of its cars is in autonomous mode.”50 This could be a huge step towards smoothing out and simplifying the laws of self-driving, but not all car manufacturers share Samuelsson’s view. Tesla, for example, may be designing its semi-autonomous vehicles specifically so that the human driver will be liable in the event of an accident.51 The electric car manufacturer plans to equip newer Model S sedans with semi-autonomous features, “including the capability to pass other cars without driver intervention.”52 That feature will be activated by hitting the turn signal, ensuring that “the driver has given thought to whether the maneuver is safe.”53 Although not exactly the same situation, this serves as an example of how car manufacturers are approaching the issue of tort liability for autonomous vehicles in different ways. But before addressing the question of tort liability, it is important to
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address an equally important question: namely, are autonomous vehicles even legal under current law?

A. AUTONOMOUS VEHICLES ARE PROBABLY LEGAL

Legal scholar Bryant Walker Smith has written extensively on the subject of autonomous vehicles, and he concludes that under the current statutory and regulatory framework, self-driving cars “are probably legal in the United States.” He comes to this conclusion after reviewing international agreements, federal regulations, and state vehicle codes. Smith argues that the Geneva Convention, the 1949 multi-country agreement that promotes road safety by establishing certain common rules for automobile and other vehicles, “does not categorically prohibit automated driving.” He notes further that under the Geneva Convention, the term “driver” is flexible enough that it may include non-human drivers, especially because international law recognizes the legal fiction of personhood that corporations can hold. Smith concludes that the Geneva Convention creates an obligation that vehicles be controlled, but such control requirements may be satisfied “if a human is able to intervene in operation of a vehicle” or “if that vehicle operates within the bounds of human judgment.” At most, Smith argues, the Geneva Convention requires people to take control and intervene if necessary, but it may also allow a car that is loosely and more generally controlled by human decisions.

Smith next turns to the National Highway Traffic Safety Administration’s (NHTSA) regulations and similarly concludes that “federal motor vehicle safety standards do not categorically prohibit automated driving.” Although these rules tend to assume the presence of a driver behind the steering wheel, such a driver is not specifically mandated. Smith also looks to state vehicle codes and finds that on the whole, “state vehicle codes do not categorically prohibit automated
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driving.” He surveys regulations in every state as well as the Uniform Vehicle Code and concludes that even if automated vehicles are not prohibited, the regulations probably require a human driver, and there are numerous and various state obligations that might restrict the level of independence and complicate the operation of autonomous vehicles. Smith also finds that under some states’ laws, vehicles themselves cannot be drivers under the existing law, but he also highlights an early draft of Nevada’s autonomous vehicle legislation that would have granted personhood and rights to autonomous vehicles if human drivers were not required. Assuming that Smith’s analyses and conclusions are correct, autonomous vehicles may already have a place in existing law, but not without some uncertainties.

B. **AUTONOMOUS VEHICLES AND CURRENT TORT AND CONTRACT LAW**

There has been much debate and discussion about whether existing laws are already sufficient to handle autonomous vehicle liability. John Villasenor, a professor of electrical engineering and public policy at UCLA, writes that “existing tort and contract law frameworks are generally very well equipped to address” questions of liability in the context of autonomous vehicles. He draws on existing legal scholarship in the area and argues that “[p]roducts liability law offers a time-tested framework that has proven to be adaptive to technology-driven liability issues in . . . other contexts,” and he believes that the same framework “will be equally capable of doing so when applied to autonomous vehicles.”

Villasenor then discusses how existing law could be applied to the following theories of liability: negligence, strict liability, misrepresentation, and breach of warranty. Under each of these theories, he posits a hypothetical where the theory would be applicable and gives examples of what the plaintiff could potentially argue. He concludes by acknowledging that his analysis is not a comprehensive treatment of products liability law
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in relation to self-driving cars, but he remains confident that the current tort and contract framework will adequately address liability.\footnote{71} He uses the various examples in his paper to rebut the fear that many scholars and critics have recently articulated: namely, that legal liability will prove to be an impediment to innovation and may even prevent autonomous vehicles from becoming commercially available at all.\footnote{72} He provides several guidelines and suggestions for policymakers moving forward, specifically that liability issues need not be preemptively resolved before autonomous vehicles are released\footnote{73} and that Congress “should not preempt state tort remedies with respect to autonomous vehicle liability.”\footnote{74} He does suggest that federal safety standards for autonomous vehicles should be enacted,\footnote{75} and that there should be some level of liability at the federal level for commercial autonomous vehicles, such as trucks or buses.\footnote{76}

Other legal scholars share Villasenor’s view that current laws are sufficient to address autonomous vehicles. Andrew Garza writes that “[p]roducts liability law is capable of handling the advent of autonomous vehicles just as it handled seatbelts, air bags, and cruise control.”\footnote{77} He looks to the way the courts have historically handled these three technologies and suggests that, while complex, autonomous vehicles function similarly to technologies such as cruise control, and the use of cameras and record-keeping devices in the vehicles will lead to cheaper and speedier trials.\footnote{78} Another scholar, Kyle Graham, also takes an optimistic view regarding how tort law will impact autonomous vehicles.\footnote{79} He predicts that “[e]arly claims likely will resemble contemporary lawsuits that allege negligent vehicle use,”\footnote{80} and that new causes of action will emerge over time as the courts establish basic ground rules.\footnote{81} He predicts that the early lawsuits will mostly argue under a failure-to-warn theory rather than alleging a design defect, mostly because it will be difficult for plaintiffs to sift through code to find
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While these scholars provide thoughtful, detailed analysis, the hypotheticals and examples they use to illustrate how existing tort and contract law can address potential problems with autonomous vehicles are fairly basic, and they do not account for many of the added complexities that arise when artificial intelligence is introduced. Regular, non-autonomous vehicles can suffer from the same brake failures and various manufacturing and design defects that Villasenor describes, or the failure-to-warn issues that Graham suggests. These examples may work well when applied to semi-autonomous and autonomous features of regular cars, but they break down when applied to fully autonomous vehicles with artificial intelligence, which may have to make decisions about how to react to circumstances. This is exactly the issue that scholars such as Ryan Calo are concerned about.84 Even if courts are comfortable applying existing tort and contract law to autonomous vehicles, there are numerous concerns and complications that can and probably will prove problematic to both manufacturers and consumers. Furthermore, state law, especially with regard to automobile regulations, can vary wildly, and this could become a practical impediment to the implementation of autonomous vehicles.85

C. AUTONOMOUS VEHICLES DO NOT FIT WITHIN EXISTING LEGAL FRAMEWORKS

Broadly speaking, if society applies existing tort and contract law to autonomous vehicles, liability for accidents will rest either with the manufacturer of the vehicle or with the driver. Experts and scholars have generally suggested that either products liability or assumption of risk may be the best solutions to the problem of assessing liability in this context.

1. Products Liability

The use of artificial intelligence and neural networks in autonomous vehicles may create surprising and unexpected complications in determining liability, and courts may not know exactly how to approach these problems. In the context of autonomous vehicles, where the vehicle, as opposed to the driver, is presumed to be in control, products liability theoretically fits.86
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After all, the car is a product, manufactured and designed by a third party, and if that product has a flaw that results in an accident, it seems logical to hold the manufacturer liable. And indeed, this is exactly what Volvo plans to do with their vehicles. But autonomous vehicles will likely not all be fully autonomous, and it may be difficult to determine the exact cause of an accident when a human actor assumes control. Furthermore, the kinds of products liability issues that self-driving cars are likely to face may stump the courts. Autonomous vehicles can be more or less thought of as robots that look like cars; they are complex systems of sensors and hardware controlled by a dizzying variety of software systems, some of which may even be nondeterministic. Essentially, the car itself will need to detect problems and make decisions in a variety of situations that cannot be specifically predicted by the software manufacturer, and scholars are worried about how the courts will handle this.

Ryan Calo, one of the preeminent authorities on artificial intelligence and the law, has written on this very issue. Drawing analogies to how the rise of the Internet led to tension in the law that disrupted existing legal frameworks, Calo writes that the rise of robotics will “muddy anew the waters, . . . posing distinct challenges for law and legal institutions.” He discusses how robotics is rapidly becoming the next big thing—Google has purchased several robotics companies for billions of dollars and released their driverless cars, Amazon.com has been experimenting with using drones to deliver packages, and venture capital firms typically associated with software companies are diverting capital to hardware, funding
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numerous robotics startups. Even law firms are taking notice of this rise, with entirely new practice groups devoted to robotics and AI. But the courts may have trouble keeping up with these new emerging technologies.

Calo argues that what differentiates robotics from other technologies is what he terms the “sense-think-act paradigm.” Robots can be described as “artificial objects or systems that sense, process, and act upon the world to at least some degree,” which leads to “unpredictably useful behavior.” The problem that courts will have to face, especially when it comes to liability, is who is actually responsible when something bad happens. Robots depend to a large extent on software programming, which can be so extraordinarily complex that it is impossible to predict a robot’s behavior. “[A]nticipating and accounting for robot behavior” may be an extraordinarily difficult task. Scholars and journalists are concerned about exactly this issue—“should an autonomous vehicle sacrifice its occupant by swerving off a cliff to avoid killing a school bus full of children?” The car’s code may determine how it approaches these kinds of decisions, but the exact reasoning and circumstances behind the result (and therefore the level of negligence) may not be so clear, especially when dealing with neural networks, where the robot learns how to react rather than being explicitly told what to do.

Calo succinctly identifies the problem with applying products liability to robotics generally: “products as understood by contemporary product liability law are by definition tangible—intangible products do not generally give rise to product liability actions.” Calo argues that the software code conveyed to a consumer necessarily cannot be defective for purposes of product liability because by definition, “it is not even a product.” To resolve this issue, courts have used the economic loss doctrine to limit
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liability when an economic loss is suffered due to software failure\textsuperscript{106} but have also allowed tort actions to proceed when software glitches lead to actual physical harm.\textsuperscript{107} Moving forward, Calo believes the law will often face and struggle with the issue of how to approach these kinds of problems, which may result in either “soften[ing] or strengthen[ing] existing doctrines, import[ing] doctrines across subject matter, or resurrect[ing] doctrines long forgotten.”\textsuperscript{108} Either way, it could be very difficult.

Practically speaking, if courts apply products liability law to autonomous vehicles, the various manufacturers will potentially face enormous liability. Plaintiffs in tort actions generally sue parties with money, and if there is an accident involving an autonomous vehicle, they will likely try to recover damages from big name players such as Google, Tesla, and other manufacturers. An upswing in lawsuits immediately after autonomous vehicles become commercially available is also likely. One scholar, Kyle Colonna, notes that this is usually the case when new technologies emerge; he predicts that autonomous vehicles will be no exception.\textsuperscript{109} Tort claims for accidents caused by human error (such as drunkenness or distraction) will quickly be replaced by products liability for software or other mechanical failure, and manufacturers “will incur more liability than they are currently accustomed.”\textsuperscript{110} If not mitigated, this increase in litigation has the potential to halt the innovation and public sale of autonomous vehicles.

In fact, this exact problem has been observed in other contexts. In the United States biotechnology industry, which produces vaccines and other pharmaceuticals, lawsuits for products liability increased by 813\% between 1980 and 1988.\textsuperscript{111} The average jury verdict in these cases also dramatically increased, jumping from $400,000 in 1975 to $1.8 million in 1986.\textsuperscript{112} Colonna argues that this correlates with the twenty-five percent decrease in the number of public U.S. biotechnology companies between 2007 and 2010.\textsuperscript{113} The International Trade Administration has identified that “products liability law is a ‘severe’ barrier for innovation in the biotechnology
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industry.” Many drug companies are hesitant to produce new vaccines and potentially safer vaccines because of the sheer number of lawsuits that erupt when those new products are released. And this is not part of a constructive process—vaccines and other drugs have enormous social utility. They “prevent disease, lower healthcare costs, and generally advance humanity.” But despite this utility, biotechnology companies are so concerned with the unpredictable and excessive liability damages that innovation in the field is stifled.

If the same thing happens in the autonomous vehicles industry, the field may see innovation similarly chilled. Undoubtedly there will be some problems with autonomous vehicles, especially the earlier iterations. But like vaccines, autonomous vehicles have enormous social utility. They are projected to save thousands of lives by reducing accidents due to human error, increase fuel and time efficiency for commutes, and provide numerous other predicted benefits. But these benefits may never be realized if an overwhelming number of initial lawsuits makes it financially unrealistic to produce autonomous vehicles. If courts use a strict products liability regime, we may disincentivize manufacturers from innovating and taking risks that may pay off for society later. But if the social utility of autonomous vehicles outweighs the danger, society may not want manufacturers to be chilled by expensive product liabilities lawsuits.

2. Assumption of Risk

Another option for dealing with autonomous vehicle torts under existing law is to ask consumers to sign waivers that accept the risks of autonomous vehicles and take personal responsibility for accidents. If consumers waive their right to sue the manufacturers (at least up to a certain point), a large percentage of initial products liability lawsuits may be reduced or mitigated. Without the fear of crippling lawsuits, these manufacturers may be more encouraged to innovate freely and more quickly develop and release improved autonomous vehicles. But such a system would transfer all of the risk from the manufacturer to the consumer—and it may not be fair or even desirable to ask the less powerful parties in an agreement to shoulder potentially tremendous liability. Additionally, it is
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possible that manufacturers may not take as great care in designing their vehicles if they know they will not be held liable for problems later.

An additional problem with the assumption of risk approach is that it would require the manufacturers to “fully disclose the potential risks of the vehicle, including the likely failure modes and some approximate sense of their probability.”121 Considering the unpredictable nature of artificial intelligence, manufacturers may not be able to foresee all of the potential risks, and if anything happened that was not previously disclosed, liability would likely revert to the manufacturer.122 And even if the manufacturer is able to discover and disclose all potential risks, consumers might be driven away by a long list of scary risks that are possible in an already uncertain technology, and this could hinder growth in the industry before it has the chance to fully emerge.

One potential way of dealing with this problem may be to let insurance companies mitigate much of this risk. Insurance companies can assess the safety and risks of autonomous vehicles, and then adjust consumer insurance rates accordingly.123 In theory, the safer the vehicle, the less expensive the insurance premiums will be.124 In fact, the insurance industry has already done some preliminary assessments on autonomous vehicles, finding that the rate of accidents may drop by up to eighty percent, but the costs of future accidents may double both due to the severity of those accidents and the high price of the component parts of autonomous vehicles.125 Fundamentally, “lower losses lead to [a] lower premium,” and if manufacturers of autonomous vehicles can achieve lower accident rates, insurance premiums should decrease, and consumers will happily pay lower costs.126 Insurance companies often have the most up-to-date information about vehicle safety and accident probability in the market, and they can most accurately assess the risks associated with different brands of autonomous vehicle, as they currently do with human-driven automobiles.127 They can then use that data to charge a premium on cars that are unsafe, which would push customers away from those cars and towards safer cars.128 Because customers will likely try to purchase cars with cheaper insurance, manufacturers may be incentivized to produce safer and
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thus cheaper cars—unsafe cars might have expensive insurance premiums and in theory, consumers will avoid them.129

D. STATES CURRENTLY DO NOT HAVE UNIFORM VEHICLE LAWS

Another issue that impacts the question of tort liability is how varying state law will impact autonomous vehicle regulation. The current laws pertaining to automobiles are largely decided by individual states.130 Although the National Highway Traffic Safety Administration has issued a set of federal safety standards and regulations that all states must adhere to,131 most traffic laws, that is, laws that regulate driving behavior, are implemented by specific state statutes.132 It may be difficult to design a self-driving car that can comply with certain state laws, and many laws may be such a bad fit for autonomous vehicles that it would be impractical and illogical to ask drivers to adhere to them.

As Bryant Walker Smith notes in his analysis of the current legal status of autonomous vehicles, New York law requires that drivers keep at least one hand on the steering wheel of their car at all times.133 This would not necessarily be a difficult law to comply with from the manufacturer’s perspective, but it may be entirely superfluous for the occupant of an autonomous vehicle—if the car is essentially the driver, there would be no need for someone in the car to be holding the steering wheel.

But some state laws may hinder the development of autonomous vehicles. For example, New Jersey has a law requiring drivers to honk their horn when passing other vehicles, bicyclists, skateboarders, and skaters.134
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This law—enacted in 1928—is almost never enforced, but the legislature has never stricken it from the books. It is still in the New Jersey driving manual, and questions about this law occasionally appear in New Jersey DMV practice tests. This raises an interesting and important question for manufacturers of autonomous vehicles—do they need to design their vehicles to adhere to this state law, even if it is rarely enforced? Consider Pennsylvania’s law on the matter, which mandates that drivers “NEVER honk [their] horn at bicyclists” because it may startle them and cause an accident. Which law should manufacturers follow? Will they be required to design their vehicles to detect when they enter New Jersey and then enable auto-honking when they pass other vehicles, and disable the honking when they enter Pennsylvania? In Vermont, it is legal to pass vehicles on a double-yellow line, while it is illegal almost everywhere else. Will the car need to be programmed to change how it operates and behaves in every state? The answers here are not completely clear.

Many other state vehicle laws make no sense when applied to autonomous vehicles. California is currently the only state that allows motorcycles to lane-split around cars in traffic. Google, headquartered in California, has been working on programming defensive driving techniques that include evading lane-splitting motorcycles and electric skateboards. But what of manufacturers not located in California? Will they also have to program their vehicles to anticipate and react to motorcycles driving very close to the car? In Oklahoma, it is illegal to read comic books while driving, presumably because reading while driving is very dangerous in general. Wearing headphones while driving is legal in thirty-three states, illegal in
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four states, and complicated in the remaining thirteen. In some states, there are only certain places in a vehicle where it is legal to attach a GPS. Several states prohibit talking on a cellphone or texting while driving. These are only a few examples of traffic laws that differ by state, but there are many other state-specific laws, both reasonable and unreasonable, that may not make sense for autonomous vehicles, or may make full nationwide implementation difficult. Even maximum speed limit laws or following-distance laws, which differ by state, could prove tricky. Even though an autonomous vehicle may fairly easily detect the state in which it is located, will it be legally obligated and technically able to react accordingly? Some states or localities may even need specific autonomous vehicle modifications to address unique terrain or other distinctive needs, and it may be difficult for manufacturers to know which needs to address before commercial release.

State vehicle laws are simply not uniform, and this may pose problems for autonomous vehicle manufacturers. Each individual state could try to individually go through their laws and decide which ones should apply to autonomous vehicles, but technology may move much faster than the rate at which laws are repealed or changed. Even if they are modified in a timely fashion, we probably cannot expect the changes to be uniform across the country. Even now, the current legislation on autonomous vehicles, sparse as it may be, is different in different states.

---
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III. PENDING REGULATIONS AND PROPOSED SOLUTIONS FOR REGULATING AUTONOMOUS VEHICLES

As autonomous vehicles move closer to market release, certain actions may help facilitate a smooth introduction. Several states have already passed or are considering autonomous vehicle legislation, and legal scholars have weighed in on the matter and offered a series of proposed solutions.

A. LAWS SPECIFIC TO AUTONOMOUS VEHICLES

Eight states have already passed and enacted laws regulating autonomous vehicles. In 2011, Nevada became the first state to pass such a law when it passed two pieces of legislation directing the DMV to adopt regulations for licensing and operation of autonomous vehicles, as well as permitting occupants of autonomous vehicles to use cell phones while “driving.” In 2012, Florida adopted very similar legislation that established the legality of testing autonomous vehicles and prohibited cellphone use but exempted operators of vehicles that function in autonomous mode. California also passed its own legislation in 2012 that added special oversight of vehicles without drivers and compelled manufacturers of autonomous vehicles to provide a written disclosure describing what information is collected by the vehicle. The District of Columbia, Michigan, and most recently Tennessee have also passed their own legislation. Further, nineteen additional states currently have similar bills under consideration.

But Bryant Walker Smith foresees complications with the implementation of these laws. He notes that there are different definitions of “driver,” “control,” and “autonomous” under various federal and state laws, and thus he suggests that regulatory bodies should strive to use a common vocabulary. Furthermore, he suggests that federal and state
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legislatures should sift through current laws and decide which existing laws should apply to autonomous vehicles, and which they should be exempted from. But while the existing laws may be sufficient to permit testing of autonomous vehicles for the time being, it may prove quite problematic to fully introduce self-driving cars while still maintaining the existing legal framework for human-driven vehicles. The lack of uniformity in state vehicle codes and the uncertain question of how liability will be distributed compounds this issue.

B. Scholarly Proposals for Regulating Autonomous Vehicles

Although Villasenor argues that a federal tort law would be a very bad idea because it would infringe upon states’ rights, many other scholars disagree and believe that the federal government should intervene. In a 2014 RAND report, the authors argue that federal tort preemption may be a good way to prevent inconsistent state laws from governing in liability cases. Although preemption in general is a controversial doctrine, many think that federal agencies are better at making regulatory decisions than juries, and it may be “unfair to subject product manufacturers to potentially fifty-one different and sometimes conflicting sets of requirements, depending on the particular holdings of juries in fifty-one jurisdictions.” Additionally, federal preemption exists in other areas of the law, even in the automotive context. In 2000, the Supreme Court found that the National Traffic and Motor Vehicle Safety Act preempted a state tort law that would have found a manufacturer negligent for failing to equip pre-1978 vehicles with airbags. Congress has also passed technology-specific preemption in a variety of other industries over the past century, so it may not be unreasonable to do so again with such a new and potentially dangerous technology like autonomous vehicles. Marchant and Lindor note that although NHTSA has not yet adopted a set of Federal Motor Vehicle Safety Standards, they may “if autonomous vehicles are likely to become prevalent and raise unique safety issues.”
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To deal with the specific concern of manufacturer liability chilling autonomous vehicle innovation, Kyle Colonna suggests that Congress adopt a model similar to that of the 1957 Price-Anderson Act, which was enacted both to “compensate those injured as a result of a nuclear accident” and limit the liability of individual nuclear reactors.167 This Act mandated a two-tier insurance program that worked to prevent excessive liability.168 Each nuclear reactor was individually required to “obtain a ‘first tier’ insurance policy,” and then each nuclear reactor in the industry contributed a certain amount to a secondary insurance pool, which would be drawn from if the first tier became exhausted.169 This spreads the risk across many manufacturers and insurance companies and prevents individual companies from going bankrupt.170 Colonna suggests that such a model could be applied to autonomous vehicles, which may be high-risk, much like nuclear reactors.171 This would ensure that individual manufacturers would “not have to worry about the risk of liability affecting their profits because there [would] be two tiers of insurance and a ceiling on damages.”172

But it may be necessary to go even further than that. Rather than passing a set of federal tort preemption laws or an insurance act, Congress may wish instead to establish a governmental agency to handle regulations and standards. Ryan Calo thinks this may be a good choice and has argued at length in favor of a federal robotics commission.173 Historically, Congress has created agencies for new, emergent technologies. In 1926, Congress formed the Federal Radio Commission “to manage the impact of radio on society.”174 That agency is now the Federal Communications Commission (FCC), and deals with a variety of new technologies related to mobile networks and communications devices.175 Similarly, the emergence of trains led to the Federal Railroad Administration (now the Department of Transportation),176 vaccines led to the Centers for Disease Control and
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Prevention (now part of the Department of Health and Human Services),\textsuperscript{177} and airplanes necessitated the formation of the Federal Aviation Administration.\textsuperscript{178} Calo notes that agencies are more or less created to “foster justice and efficiency through the development of expertise,” and considering current uncertainties about the immediate impact and fallout of autonomous vehicles, an agency might be the best choice to ensure that the best decisions are being made.\textsuperscript{179}

Other scholars have suggested entirely new ways of approaching this problem. Sophia Duffy and Jamie Patrick Hopkins put forth an unorthodox and yet startlingly intuitive legal theory—perhaps instead of looking at products liability and driver liability, we should be analogizing to canine liability.\textsuperscript{180} They argue that “both dogs and autonomous cars think and act independently from their human owners, and these independent acts have similar consequences of inflicting personal injury or property damage.”\textsuperscript{181} If autonomous cars are treated as chattel under tort law, then liability will be based strictly on ownership rather than on the specific actions of a person,\textsuperscript{182} and the actions of the victim, if they contributed to the accident, “can negate or alleviate the strict liability.”\textsuperscript{183} While Duffy and Hopkins’ argument is not bulletproof (they either overlook or dismiss the possibility of products liability entirely), their theory shows that the law is perhaps capable of adapting to novel situations, and the solutions to these liability questions may lie in unexpected places.

IV. MOVING FORWARD: WHERE WE GO FROM HERE

While the above scholars provide a variety of plausible suggestions, Volvo’s CEO has likely proposed the best solution for the short-term. As Samuelsson argues, we probably need a uniform set of state traffic laws for autonomous vehicles, if not tort laws.\textsuperscript{184} He notes that “the absence of one set of rules means that car makers cannot conduct credible tests to develop cars that meet all the different guidelines of all 50 states.”\textsuperscript{185} Most states have not created legislation surrounding autonomous vehicles yet, and this may
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leave testing “in a legal gray zone.” To ensure that these vehicles can enter the market and can operate legally across the country, manufacturers need to know which laws they need to program the cars to follow. It may be impossible to design a vehicle that can adhere to every single law in all fifty-one jurisdictions, so perhaps states need to work together to form a consistent and cohesive vehicle code that will regulate the testing and eventually the release and commonplace use of autonomous vehicles.

State traffic and tort laws are not uniform, and the few state laws applying to autonomous vehicles that have already passed or are being considered continue to be non-uniform. This could be very problematic as the release date for commercially available autonomous vehicles draws ever nearer. Most of the laws that have been passed so far have been fairly reasonable, but there is no guarantee that states will continue to make logical choices about autonomous vehicles, and many states have not even begun to discuss how they will handle the introduction of such vehicles. As time passes and more bills are pushed through state legislatures, laws may start to wildly differ by state. Allowing individual states to continue to make laws about these vehicles is probably not the best course of action.

Since tort law already varies by state, differing liability laws might incentivize forum shopping. Consumers may choose to litigate in states that require strict liability for manufacturers, and manufacturers may want to litigate in states that tend to consider contributory or comparative negligence. Five states have already passed laws regarding liability for autonomous vehicles, though these laws have generally focused on liability to original manufacturers when third-party autonomous vehicle technology has been installed on existing cars.

As Smith discusses at length in his article, varying laws may make it troublesome to successfully introduce autonomous vehicles into the market. Currently, all states require drivers to be licensed, but if the car itself is the driver, will human occupants still need to be licensed? Some states have issued special licenses for testing autonomous vehicles, but the laws will likely need to be clarified in this area. Textual obstacles might
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emerge from state laws that could require drivers to be present in the vehicle,\textsuperscript{193} and laws that impose an “obligation of prudence”\textsuperscript{194} on drivers, requiring both the driver and the vehicle to drive safely and responsibly. As written, many state laws do not anticipate autonomous vehicles, and law enforcement personnel might be confused about whether an autonomous vehicle is operating legally.\textsuperscript{195}

Varying state laws may also impose burdens on software developers, who could have to tailor the already complex software in autonomous vehicles to adhere to specific laws in specific regions. As many laws on the books are not enforced,\textsuperscript{196} it may be tedious and difficult work to go through all of the vehicle codes for every state and individually determine which laws should be integrated into the software. And even if developers do manage to successfully program autonomous vehicles to follow every single state law perfectly, law enforcement officers, using their discretion, might still decide that an occupant of an autonomous behavior is engaging in reckless or unsafe behavior and issue a ticket.\textsuperscript{197} Because of this difficulty, manufacturers may choose instead to design their vehicles to comply with the laws of the most restrictive states. This has happened in other technology industries that extend across state borders. Professor Peter Menell has written about this phenomenon in the context of regulating spyware and adware, finding that “the lack of harmonization of, and uncertainty surrounding, state unfair competition law produces costly, confusing, multi-district litigation and pushes enterprises to adhere to the limits of the most restrictive state.”\textsuperscript{198} This, in turn, “unduly hinders innovation . . . .”\textsuperscript{199} Because of the difficulty of adhering to various state laws
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and the consequences of doing so, allowing states to individually legislate autonomous vehicles may actually impede the introduction and spread of this technology.

In fact, this may already be happening in California, where the DMV has suggested a series of proposals that would seriously slow innovation. These proposals require that all autonomous vehicles have a human operator that can take over in the event of a technology failure or emergency. Such a requirement would slow the development of autonomous taxis and systems aimed at providing transportation to the elderly and handicapped, as these companies may have to test in more “innovation-friendly states (or countries).” Donald Norma, a technology design expert, notes that there are “decades of research and experience demonstrat[ing] [that] ‘people are incapable of monitoring something for long periods and then taking control when an emergency rises.’” Thus, not only are these proposals overly restrictive, they may not even make sense.

Autonomous vehicle regulation may also become vulnerable to obstructive lobbying by incumbents fearful of new technology or regulatory capture by the autonomous vehicle manufacturers, as seen in other controversial industries. Currently (excluding the DMV’s latest proposals), California laws are fairly pro-Google and pro-autonomous vehicle, but California has a great economic interest in Google’s success. Other states with less robust autonomous vehicle industries may not be as motivated to be friendly to autonomous vehicles. And states that derive large economic boosts from traditional non-autonomous auto manufacturers, such as Michigan, may be vulnerable to anti-autonomous vehicle lobbying. Additionally, for many states, particularly in the Midwest, trucking is a significant part of the economy. Many towns exist largely to provide truckers with services like food and lodging. States with many such towns
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V. CONCLUSION

Although autonomous vehicles are probably legal under existing law, many potential hurdles may prevent them from becoming an everyday reality. Disparate traffic laws may make designing and programming the cars difficult, and uncertain liability frameworks may create economic obstacles for manufacturers or consumers, depending on where liability will fall. States could perhaps work together to create a uniform set of traffic laws before autonomous vehicles become commercially available, but tort liability may need to be decided \textit{ex post}, after it becomes more clear what kinds of problems and accidents these vehicles will face. At the same time, it may not be wise to let states create a variety of reactionary liability laws that could differ drastically by jurisdiction. It may be best for the federal government to step in and preempt state tort law in some fashion, though ideally in a way that will be as minimally intrusive to states’ rights as possible.

Technology is changing rapidly, and the law has historically been very slow to react. As Calo points out, cyberlaw serves as a poignant example of how courts and legislatures struggle to regulate things that they do not fully understand and that evade traditional legal categories.\footnote{207. See Calo, \textit{Robotics and the Lessons of Cyberlaw}, supra note 84.} But the law is also surprisingly adaptive, and it may be possible to draw on centuries of legal precedent and find bits and pieces of existing law or resuscitate older laws to successfully regulate new technologies. But even so, the root of the problem remains—robotics and artificial intelligence are unlike anything the law has dealt with before, and figuring out how to best regulate them will likely involve much trial and error, and probably many mistakes along the way. Finding the answer to autonomous vehicle regulation may shed light on how we should regulate artificial intelligence as a whole, and it may ease society’s transition to a new, automated technological era.