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FUNCTIONALITY AND EXPRESSION IN COMPUTER PROGRAMS: REFINING THE TESTS FOR SOFTWARE COPYRIGHT INFRINGEMENT

Pamela Samuelson†

ABSTRACT

Courts have struggled for decades to develop a test for judging infringement claims in software copyright cases that distinguishes between program expression that copyright law protects and program functionality for which copyright protection is unavailable. The case law thus far has adopted four main approaches to judging copyright infringement claims in software cases. One, now mostly discredited, test would treat all structure, sequence, and organization (SSO) of programs as protectable expression unless there is only one way to perform a program function. A second, now widely applied, three-step test calls for creating a hierarchy of abstractions for an allegedly infringed program, filtering unprotectable elements, and comparing the protectable expression of the allegedly infringed program with the expression in the second program that is the basis of the infringement claim. A third approach has focused on whether the allegedly infringing elements are program processes or methods of operation that lie outside the scope of protection available from copyright law. A fourth approach has concentrated on whether the allegedly infringing elements of a program are instances in which ideas or functions have merged with program expression. This Article offers both praise and criticism of the approaches taken thus far to judging software copyright infringement and proposes an alternative unified test for infringement that is consistent with traditional principles of copyright law and that will promote healthy competition and ongoing innovation in the software industry.
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I. INTRODUCTION

The paradigmatic roles of copyright and patent laws have been, respectively, to protect original authorial expressions from illicit copying, and to protect novel and nonobvious functional designs (if they have been appropriately claimed and examined by patent officials) from illicit uses.\footnote{See J.H. Reichman, Legal Hybrids Between the Patent and Copyright Paradigms, 94 Colum. L. Rev. 2432, 2448–53 (1994) (describing the classical patent and copyright paradigms in the international intellectual property system).} It would be convenient if copyright law could be assigned the role of protecting the expression in computer programs and patent law the role of protecting program functionality. While courts continue to try to distinguish between program expression and program functionality, this distinction has proven elusive in the decades since Congress decided to extend copyright protection to computer programs.\footnote{While some claim that Congress extended copyright protection to computer programs when it enacted the Copyright Act of 1976, there is some ambiguity in the legislative history on this point. Compare Final Report of the Nat’l Comm’n on New Technological Uses of Copyrighted Works 15–16 (1978) [hereinafter CONTU Report] (concluding that Congress had extended copyright protection to software in 1976) with Pamela Samuelson, CONTU Revisited: The Case Against Copyright Protection for Computer Programs in Machine-Readable Form, 1984 Duke L.J. 663, 694–96 (1984) (suggesting that § 117 in the 1976 Act preserved the status quo of unprotectability under the prior act as to computer-related subject matters). However, any such ambiguity was resolved by 1980 amendments to the Copyright Act of 1976 (1976 Act), which implemented legislative changes that CONTU recommended in its report. See Pub. L. No. 96-517, 94 Stat. 3015 (codified at 17 U.S.C. §§ 101, 117 (1980)).}
In the years preceding the enactment of the Copyright Act of 1976, members of Congress were warned that the functionality of computer programs would make it difficult to fit them into the copyright realm. However, lingering concerns about the potential misfit were for a time allayed by a 1978 National Commission on New Technological Uses of Copyrighted Works (CONTU) report that endorsed copyright protection for programs. CONTU observed that “the distinction between copyrightable computer programs and uncopyrightable processes or methods of operation does not always seem to ‘shimmer with clarity,’” but it was nevertheless “important that the distinction between programs and processes be made clear.” The report expressed optimism that traditional principles of copyright law, when applied to programs, would strike the right balance, and it was content to leave the difficult (and perhaps “futile”) task of drawing boundaries between program expression and functionality to the judiciary. Unfortunately, CONTU failed to fully understand the intrinsic functionality of computer programs, the importance of standards and network effects in the software industry, and the inherent need to develop

---

4. See Hearings Before the Subcomm. on Patents, Trademarks, and Copyrights of the S. Comm. on the Judiciary Pursuant to S. Res. 37 on S. 597, 90th Cong. 192–97 (1967), reprinted in 9 OMNIBUS COPYRIGHT REVISION LEGISLATIVE HISTORY 192–97 (George S. Grossman ed., 1976) (testimony of Professor Arthur Miller). Miller expressed concern that courts might construe copyright protection for programs as “extend[ing] to or embody[ing] the process, scheme, or plan that the program uses to achieve a functional goal,” saying this would confer “patent like protection under the guise of copyright.” Id. at 197. Congress responded to these concerns by adopting a provision stating that “[i]n no case does copyright protection for an original work of authorship extend to any . . . procedure, process, system [or] method of operation . . . regardless of the form in which it is . . . embodied in such work.” 17 U.S.C. § 102(b) (2012). This provision is discussed at length infra Part III.
5. CONTU REPORT, supra note 2, at 1–2. CONTU acknowledged that there was not “universal agreement” about copyright protection for software. Id. at 20–21. See also Stephen Breyer, The Uneasy Case for Copyright: A Study of Copyright in Books, Photocopies, and Computer Programs, 84 HARV. L. REV. 281, 344–46 (1970) (questioning the economic case for extending copyright protection to computer programs). While CONTU was deliberating about new technology issues, the World Intellectual Property Organization was considering a sui generis form of intellectual property protection for software. See WORLD INTELLECTUAL PROP. ORG., INT’L BUREAU, MODEL PROVISIONS ON THE PROTECTION OF COMPUTER SOFTWARE (1978). Whether computer programs should be protected by copyright law was not part of CONTU’s original charter, which mainly focused on photocopying and digitizing published texts. See Samuelson, CONTU Revisited, supra note 2, at 663 n.2, 699. That may explain why none of the Commissioners had any expertise about computers or computer programs. Id. at 699.
6. CONTU REPORT, supra note 2, at 18.
7. See id. at 12–23. CONTU thought copyright should grant no more economic power than was needed to create proper incentives to create software. Id. at 12.
8. Id. at 22–23.
software capable of interoperating with other programs. It also failed to offer guidance on how, when, and why functionality should constrain the scope of copyright protection in programs.\(^9\)

Commentators have debated for decades how much legal protection software developers should get from copyright law in order to induce optimal levels of investment in the development of computer programs.\(^10\) Some have worried that copyright protection for programs might either be too “weak” if infringement could be easily avoided by rewriting the same program in different source code, or too “strong” if programmers felt compelled to do things differently than an existing program in order to avoid infringement, thereby impeding beneficial standardization.\(^11\) That concern has manifested itself in the software copyright cases that followed.

---

9. According to CONTU, programs were no more functional than sound recordings, \textit{id.} at 10, which was simply not true. After all, the inherent purpose of computer programs is to automate functional processes, whereas the purpose of sound recordings is to allow users to listen to music. \textit{See id.} at 27–29 (Hersey dissent distinguishing program functionality from other copyrighted works). CONTU also asserted that utility had never been a bar to the copyrightability of a work or a limit on the scope of protection available to protected works, \textit{id.} at 19–21, which was also untrue. \textit{See Samuelson, CONTU Revisited, supra} note 2, at 732–39 (explaining reasons why utilitarian works have conventionally been excluded from copyright protection); \textit{see also} Peter S. Menell, \textit{Tailoring Legal Protection for Computer Software}, 39 STAN. L. REV. 1329, 1359–61 (1987) (offering other reasons why copyright protection is inappropriate for operating system software).


11. \textit{See, e.g.,} Breyer, \textit{supra} note 5, at 347–48; \textit{see also} Samuelson et al., \textit{Manifesto, supra} note 10, at 2356–63 (explaining why applying copyright law to computer programs might lead to cycles of under- and over-protection).
Appellate courts have taken four main approaches to distinguishing the original expression in computer programs from program functionality. A first-in-time, but now much discredited, approach was adopted by the Third Circuit Court of Appeals in Whelan Associates v. Jaslow Dental Lab., Inc., under which the “structure, sequence, and organization” (SSO) of computer programs was deemed protectable expression unless there was only one way to perform a function (in which case a second comer could use the same SSO under the merger of idea and expression doctrine).\footnote{797 F.2d 1222, 1236, 1248 (3d Cir. 1986), cert. denied, 479 U.S. 1031 (1987). Whelan is discussed infra text accompanying notes 53–70.}

A second was the Second Circuit Court of Appeals’ approach in Computer Associates Int’l, Inc. v. Altai, Inc.\footnote{982 F.2d 693 (2d Cir. 1992). Altai’s criticism of Whelan is discussed infra text accompanying notes 82–85.} The Altai decision was highly critical of Whelan and its test for software copyright infringement.\footnote{Id. at 706–11.} As an alternative, Altai offered the abstraction-filtration-comparison (AFC) test for judging copyright infringement claims in computer program cases.\footnote{Id. at 707–10.} Altai’s principal contribution has been its insistence that courts must “filter” out unprotectable elements of programs, such as those necessary for achieving interoperability with other programs, before assessing infringement claims.\footnote{The AFC test has been adopted and applied in numerous subsequent cases.} The AFC test has been adopted and applied in numerous subsequent cases.\footnote{The Altai approach to software copyright infringement has been endorsed in numerous other circuit court decisions. See, e.g., Sega Enters. Ltd. v. Accolade, Inc., 977 F.2d 1510, 1524–25 (9th Cir. 1992); Gates Rubber Co. v. Bando Chem. Indus., 9 F.3d 823, 834 (10th Cir. 1993); Bateman v. Mnemonics, Inc., 79 F.3d 1532, 1543–44 (11th Cir. 1996). As of July 6, 2015, Altai had been positively cited in 389 federal court decisions on the subject of copyright in the Lexis database and had been cited in all circuits. See also Mark A. Lemley, Convergence in the Law of Software Copyright?, 10 BERKELEY TECH. L.J. 1, 14–15 (1995) (treating Altai as the leading case on copyright protection for computer programs).}

A third approach was used by the First Circuit Court of Appeals in Lotus Dev. Corp. v. Borland Int’l, Inc.\footnote{49 F.3d 807, 814–15 (1st Cir. 1995), aff’d by an equally divided Court, 516 U.S. 233 (1996)} Borland ruled that the command hierarchy of a spreadsheet program was an integral part of a method of operation that 17 U.S.C. § 102(b) excluded from the scope of copyright protection in programs.\footnote{Id. at 815–18. That section provides that “[n]o case does copyright protection for an original work of authorship extend to any . . . procedure, process, system [or] method of operation . . . regardless of the form in which it is . . . embodied in such work.” 17 U.S.C. § 102(b). The Borland decision is discussed at length in Section III.B.} The court compared the Lotus command structure
to the clearly uncopyrightable set of buttons that control the operation of videotape machines.  

A fourth approach emerged in the Sixth Circuit Court of Appeals’ decision in *Lexmark Int’l, Inc. v. Static Control Components*. The court decided that a computer program embedded in Lexmark’s printer cartridges that competitors had to install to enable cartridges to interoperate with Lexmark printers was ineligible for copyright protection. Because the idea or function of the program and its expression had merged, the program was held to be uncopyrightable.

A common thread through the *Altai, Borland, and Lexmark* decisions is that copyright infringement does not occur when a second comer must copy some aspects of another firm’s program to achieve compatibility. Courts have deemed the functional requirements for achieving compatibility to be unprotectable elements of these copyrighted programs, even though more than a modicum of creativity may have imparted originality to these elements.

The seeming consensus that program interfaces necessary for interoperability are unprotectable by copyright law was recently called into question by the Court of Appeals for the Federal Circuit (CAFC) in *Oracle Am., Inc. v. Google Inc.* At issue was whether the command structure of certain elements of the Java application program interface (API) was protectable by copyright law. The CAFC reversed a lower court ruling that this command structure was an unprotectable method of operation, or alternatively that copyright protection was unavailable under the merger doctrine.

Although the CAFC in *Oracle* purported to defer to *Altai*, the ghost of the discredited *Whelan* decision reappeared in the CAFC’s endorsement of the copyrightability of program SSO. Like the Third Circuit in *Whelan*, the CAFC in *Oracle* viewed § 102(b) as merely a restatement of the idea/expression distinction and treated the merger doctrine as applicable only when there was, ex ante, no other way for engineers to design this or

---

20. *Borland*, 49 F.3d at 817.  
21. 387 F.3d 522 (6th Cir. 2004).  
22. *Id.* at 541–42.  
23. *Id.* at 542–43.  
24. The *Lexmark* decision is discussed in Section IV.D.  
27. See *id.* at 1366–68.
other program SSO. The CAFC was untroubled by the prospect that software developers might obtain both patent and copyright protection for APIs of computer programs. There was, in its view, no need to sort out functionality and expression in computer programs. Copyright could protect both as long as there was a modicum of creativity to support the claim of copyright.

The *Oracle* decision has rekindled a decades-old debate, which many thought had been settled in the late 1990s, about the proper scope of copyright protection for computer programs and how courts should analyze claims of software copyright infringement. The Supreme Court decision not to review *Oracle* leaves the CAFC ruling intact for the time being.

This Article aims to provide guidance about how courts should assess claims of copyright infringement in computer program cases. It assesses the strengths and limitations of the various tests for infringement adopted in software copyright cases and offers a refined test for infringement that takes the soundest features from the existing tests and consolidates them into one unified approach.

Part II reviews the *Whelan* and *Altai* decisions and explains why the AFC test is more consistent with traditional principles of copyright law than the *Whelan* is-there-any-other-way-to-do-it test. *Altai* recognized that external factors, such as the need to be compatible with other programs, sometimes constrain the design decisions of subsequent programmers, and when this happens, those constraints limit the scope of copyright protection in programs. While there is much in the decision to praise, *Altai* failed to

---

28. See *id.* at 1359–62 (discussing the merger doctrine), 1364–68 (discussing § 102(b)).
29. See *id.* at 1380–81.
30. The *Oracle* decision has already spawned new rounds of software copyright litigation. See, e.g., *Cisco Sys., Inc. v. Arista Networks, Inc.*, No. 5:14-cv-05344 (N.D. Cal. 2014); *Synopsys, Inc. v. ATopTech, Inc.*, No. 3:13-cv-02965 (N.D. Cal. 2013). The complaints in both cases include patent as well as copyright infringement claims. See *Complaint for Copyright and Patent Infringement, Cisco Sys., Inc. v. Arista Networks, Inc.*, No. 14-5344, 2014 WL 6844640 (N.D. Cal. Dec. 5, 2014); *Amended Complaint for Copyright Infringement, Patent Infringement, Breach of Contract, and Breach of Implied Covenant of Good Faith and Fair Dealing, Synopsys, Inc. v. ATopTech, Inc.*, No. 3:13-cv-02965-MMC, 2013 WL 7117632 (N.D. Cal. Nov. 25, 2013). Appeals from the District Court decisions in *Arista* and *Synopsys* will go to the CAFC because the plaintiffs in those cases have learned a lesson from the *Oracle* case that tacking on a patent claim will avoid going to the Ninth Circuit where compatibility and § 102(b) defenses would be more likely to prevail.
heed the statutory directive in § 102(b) that procedures, processes, systems, and methods of operation should also be filtered out before making judgments on copyright infringement claims in software cases.

Part III explains the important role that § 102(b) has played in various computer program cases, including *Borland*. It then discusses the numerous respects in which the CAFC in *Oracle* misinterpreted § 102(b). It considers six types of cases in which courts have held that aspects of programs that are necessary for achieving interoperability with other programs or hardware are too functional to be protected by copyrights.

Part IV explains why the merger doctrine has an important role to play in the assessment of infringement claims involving computer programs and why the CAFC erred in its interpretation of this doctrine. Courts should explicitly recognize a merger of function and expression doctrine in some computer program cases. That doctrine would usefully complement an analysis of elements that may be unprotectable under § 102(b).

Part V considers the roles that copyright and patent law should play in protecting program innovations, with particular attention to how courts should assess claims that copyright protection should be unavailable to aspects of programs possibly eligible for patent protection. The CAFC in *Oracle* conflated copyright and utility patent protections for software, as though it was unnecessary to even try to distinguish program expression and functionality.

Part VI offers a pragmatic approach to distinguishing between program functionality and expression in copyright cases, as well as a refined version of the *Altai* AFC test that is consistent with the traditional principles of copyright law and the overwhelming majority of software copyright cases (even if not consistent with the CAFC’s *Oracle* decision). Competition and ongoing innovation will better thrive when the scope of copyright protection is relatively thin, allowing programmers to reuse functional design elements and know-how that will promote the progress of science and useful arts, as the Constitution directs.32

II. THE ABSTRACTION-FILTRATION-COMPARISON TEST

The Second Circuit’s 1992 *Altai* decision was important for a number of reasons. For one thing, *Altai* recognized that the essentially utilitarian nature of computer programs meant that copyright law should be applied carefully to ensure that courts were not extending protection to functional aspects of programs, which should be free for all programmers to use

32. See U.S. Const. art. I, § 8, cl. 8.
(unless patented). Second, Altai recognized that software developers are often constrained in their design decisions by, among other things, the need to be compatible with existing software or hardware, which should limit the scope of copyright protection in programs. Third, the Second Circuit indicated in Altai that SSO was not a fruitful concept to employ when analyzing whether nonliteral elements of programs were within the scope of copyright protection. Fourth, Altai rejected sweat-of-the-brow arguments for giving software a broad scope of protection because such arguments were inconsistent with Supreme Court precedent and fundamental principles of copyright law. If software developers needed more legal protection than copyright could provide, the Second Circuit thought this was a matter for Congress.

Fifth and most important for the purposes of this section, Altai provided courts in subsequent cases with a more nuanced test for judging claims of software copyright infringement than Whelan and other prior cases had provided. The first step of Altai’s so-called “abstraction-filtration-comparison” test was to create a hierarchy of abstractions for the program alleged to be infringed, the second was to filter out unprotectable elements, and the third was to compare the remaining expression in the plaintiff’s program with the defendant’s program to determine whether the defendant infringed copyright.

In each respect, the Altai decision countered approaches that courts had taken in earlier cases. Section A discusses the cases to which Altai was, in a sense, responding. Section B provides some detail about the AFC test and why the Second Circuit thought many elements of programs should be filtered out before making final judgments about infringement. Section C explains what Altai got right and which aspects of the AFC test are in need of some refinement.

A. THE ROCKY ROAD TO ALTAI

In the early 1980s, U.S. appellate courts reviewed two software copyright cases in which the defendants had made exact copies of computer program object code. Both defendants argued that the exact copying of the

34. Id. at 707–10.
35. Id. at 706.
36. Id. at 711–12 (citing Feist Publ’ns, Inc. v. Rural Tel. Serv. Co., 499 U.S. 340, 349–50 (1991)).
37. Id. at 712.
38. See id at 706–11.
Apple II operating system (OS) programs was necessary to enable their computers to be compatible with the Apple II so that programs written to run on the Apple II could run on the defendants’ platforms as well.\textsuperscript{40} Apple prevailed in both cases.

Of the two cases, the Third Circuit’s decision in \textit{Apple Computer, Inc. v. Franklin Computer Corp.} merits discussion because of its nuanced responses to the defendant’s merger and \textsection 102(b) arguments.\textsuperscript{41} Franklin contended that the ideas of the Apple II OS had merged with their expression because the only way Franklin could make its computers functionally compatible with the Apple II was by installing exact copies of the Apple OS programs on its machines.\textsuperscript{42} The Third Circuit rejected this argument, stating that achieving compatibility was “a commercial and competitive objective which does not enter into the somewhat metaphysical issue of whether particular ideas and expressions have merged.”\textsuperscript{43} Franklin also contended that the Apple OS programs were unprotectable by copyright law because \textsection 102(b) excluded functional processes from the scope of copyright protection.\textsuperscript{44} Section 102(b) provides that “[i]n no case does copyright protection . . . extend to any idea, procedure, process, system, method of operation, concept, principle or discovery, regardless of the form in which it is . . . embodied in . . . [the] work.”\textsuperscript{45} But the court rejected Franklin’s argument because Congress had decided to treat programs as literary works.\textsuperscript{46}

The court in \textit{Franklin} unquestionably reached the right result. If Congress’ decision to extend copyright protection to computer programs was to be respected, it had to mean that exact copying of object code would get defendants in trouble, particularly where, as in \textit{Franklin}, the copyist had not even tried to reimplement the Apple II OS functionality in different code.\textsuperscript{47}

The most troubling aspect of the \textit{Franklin} decision was its strident rejection of compatibility as a possible justification for some copying from an existing program. Although eventually repudiated in several subsequent

\footnotesize{\textsuperscript{40} Formula’s compatibility claim was more indirect than Franklin’s, but Formula, like Franklin, was selling clones of the Apple II computer, and Formula objected to the issuance of an injunction because it would inhibit competitive entry into the computer market. \textit{Formula}, 725 F.2d at 522–26; \textit{Franklin}, 714 F.2d at 1253.

\textsuperscript{41} \textit{Franklin}, 714 F.2d 1240.

\textsuperscript{42} \textit{Id.} at 1253.

\textsuperscript{43} \textit{Id.}

\textsuperscript{44} \textit{Id.} at 1250–52.

\textsuperscript{45} 17 U.S.C. \textsection 102(b).

\textsuperscript{46} \textit{See Franklin}, 714 F.2d at 1248–49, 1252–53.

\textsuperscript{47} \textit{Id.} at 1245.}
cases, this dictum was recently revived in the CAFC’s Oracle decision. \(49\) Franklin also took an unduly narrow view of § 102(b). The Third Circuit was right that § 102(b) should generally not be interpreted to allow the exact copying of object code just because such code is a “process.” \(50\) But the court failed to acknowledge that § 102(b) excluded more than abstract ideas from the scope of copyright protection. \(51\) The statutory exclusion of methods and processes embodied in programs had to be respected as well. Because of this exclusion, the scope of copyright protection in computer programs should be thinner than the scope of protection available to conventionally expressive works, such as novels and plays. \(52\)

Although literal copying of program code, as in Franklin, presented an easy question for courts to answer, a more difficult question has been whether nonliteral elements of programs, such as SSO, qualify for copyright protection. That question was first addressed at the appellate level by the Third Circuit in Whelan Associates, Inc. v. Jaslow Dental Lab., Inc. \(53\) Jaslow had commissioned Whelan to develop a program to automate common business processes of dental laboratories. \(54\) The parties initially intended to exploit the software as partners, \(55\) but after a falling out, Jaslow decided to develop a program to do the same functions that would run on IBM-PCs. \(56\) Although Jaslow’s and Whelan’s programs were written in

---

50. Franklin, 714 F.2d at 1250–52. In rare cases, such as Lexmark, function and expression in a program may merge. Lexmark Int’l, Inc. v. Static Control Components, 387 F.3d 522, 540–42 (6th Cir. 2004). See infra text accompanying notes 318–322 for a discussion of function/expression merger.
51. See 17 U.S.C. § 102(b) (“In no case does copyright protection . . . extend to any idea, procedure, process, system, method of operation, concept, principle, or discovery . . . .”)
52. Congress added § 102(b) to the 1976 Act in part to ensure that courts would not give too broad an interpretation to software. See H.R. REP. NO. 94-1476 at 56–57 (1976), as reprinted in 1976 U.S.C.C.A.N. 5659, 5670.
54. Whelan Assoc., Inc. v. Jaslow Dental Lab., Inc., 609 F. Supp. 1307, 1309–10 (E.D. Pa. 1985). Jaslow had tried to develop this program on his own, but he lacked the skills to complete it, which is why he hired Whelan. Id.
55. Id. at 1312. Jaslow terminated this agreement and started his own firm to sell a competing product. Id. at 1313–15.
56. Whelan’s contract explicitly provided that she would own IP rights in the Dentalab software. Id. at 1310. Despite this, Jaslow claimed to be the sole owner of the program (or at least a co-author of it) and licensed that software to third parties. Id. at 1315–17. The court held him as an infringer for the revenues he collected for selling Whelan’s program to others. Id. at 1323.
different programming languages and used different algorithms and data structures, the appellate court was impressed by similarities in the overall structures of the two programs,\textsuperscript{57} in their file structures,\textsuperscript{58} and in the way five modules performed functions.\textsuperscript{59} Based on these similarities, the appellate court upheld a ruling that Jaslow infringed Whelan’s copyright.\textsuperscript{60}

Jaslow’s main defense was his contention that Congress had intended for copyright law to protect programs only against exact code copying.\textsuperscript{61} The Third Circuit rejected this argument, reasoning that because copyright law had long protected structural elements of conventional literary works, such as novels and plays,\textsuperscript{62} copyright should protect the SSO of programs as well.\textsuperscript{63} SSO included, in its view, “the manner in which the program operates, controls and regulates the computer in receiving, assembling, calculating, retaining, correlating, and producing useful information.”\textsuperscript{64} Just as with novels and plays, anyone was free to copy the ideas from existing

\textsuperscript{57} 797 F.2d at 1239, 1247–48. In addition to selling infringing copies of Whelan’s program, Jaslow, with the help of a contract programmer, had developed a competing program, which Whelan claimed infringed her copyright. 609 F. Supp. at 1314–15. This was the program that Whelan alleged had non-literally infringed her copyright. He called the new program “Dentlab,” which the court held was confusingly similar to Whelan’s “Dentalab” trademark. \textit{Id.} at 1324.

\textsuperscript{58} Whelan, 797 F.2d at 1242–43.

\textsuperscript{59} \textit{Id.} at 1245–46. The District Court had a difficult time understanding the technology at issue. Judge Vanartsdalen decided that Whelan’s expert was more credible than Jaslow’s expert because the former had observed the program in operation whereas the latter had only studied the source code for the two programs. \textit{Whelan}, 609 F. Supp. at 1316. Vanartsdalen was also particularly impressed by the similarities in screen displays, \textit{id.} at 1322, even though Whelan’s claim of infringement was based on copying of structure from the underlying text of the program, not on screen displays. The District Court noted that Jaslow’s program was not a translation from one computer language to another. \textit{Id.} at 1315. The appellate court, on the other hand, was more precise about the structural similarities and recognized the risk of undue prejudice if courts used similarities in screen displays as evidence of similarities in program text, given that independently written code can produce the same results. 797 F.2d at 1244–45.

\textsuperscript{60} \textit{Id.} at 1240–42.

\textsuperscript{61} \textit{Id.} at 1235, 1241–42. \textit{See also} Dennis S. Karjala, Copyright Protection of Computer Documents, Reverse Engineering, and Professor Miller, 19 U. DAYTON L. REV. 975, 984–89 (1994) (arguing that copyright should protect only against slavish copying of code). Jaslow infringed when he sold Whelan’s program, \textit{see supra} note 56, but in light of later case developments, he may not have infringed as to the later-developed program. \textit{See infra} note 450.

\textsuperscript{62} \textit{See, e.g.}, Sheldon v. Metro-Goldwyn Pictures Corp., 81 F.2d 49 (2d Cir. 1936) (finding infringement because of structural similarities between scenes in plaintiff’s play and defendant’s movie).

\textsuperscript{63} \textit{Whelan}, 797 F.2d at 1233–34.

\textsuperscript{64} \textit{Id.} at 1239–40 (quoting \textit{Whelan}, 609 F. Supp. at 1320). This would seem to extend copyright protection to all program behavior, which is generally highly functional in character.
programs, but program SSO, Whelan announced, was protectable expression as long as there was more than one way to structure a program to achieve the program’s functions.65 Because Jaslow could have used different SSO, his use of the same or similar ones as Whelan’s constituted infringement.66

The Third Circuit acknowledged that software was a utilitarian work,67 but it made no effort to distinguish between nonliteral elements of programs that should be regarded as protectable structures and those that might be unprotectable utilitarian processes.68 Whelan’s test for infringement effectively rendered all program structure as protectable subject matter (unless there was truly no other way to structure the program). The Third Circuit noted that program structure and logic were “among the more significant costs in computer programming.”69 The court concluded that without broad copyright protection for computer programs, there would be too little legal protection to provide proper incentives to invest in developing computer programs.70

Whelan and its test for infringement were initially followed in some cases,71 despite sharp criticisms in the law review literature for taking an overly expansive view of the scope of protection for programs.72 The Whelan test posited that only the general purpose or function of a program was an unprotectable idea under § 102(b), and all program SSO, no matter how abstract or standard it might be in the programming field, was protectable expression unless there was truly no alternative way to accomplish the function.73 The first appellate court to break with Whelan was the Fifth Circuit Court of Appeals in Plains Cotton Cooperative Ass’n

65. Id. at 1236; see also id. at 1224 n.1 (indicating that the opinion uses “‘structure,’ ‘sequence,’ and ‘organization’ interchangeably when referring to computer programs”).
67. Id. at 1236.
68. CONTU did not provide guidance on this score either. See supra text accompanying note 8.
69. Whelan, 797 F.2d at 1237.
72. See Altai, 982 F.2d at 711–12 (citing five critics of the Whelan decision); Englund, supra note 10, at 875–76 (noting that not just program ideas, but also program processes, should be excluded from the scope of copyright protection). See also infra notes 82–85 and accompanying text for a fuller account of Altai’s criticism of Whelan.
73. Whelan, 797 F.2d at 1236.
v. Goodpasture Computer Service, Inc. The Fifth Circuit refused to follow *Whelan* because many of the structural similarities between user interfaces of the cotton trading programs at issue were “dictated by the externalities of the cotton market” and to be expected of a marketable program in that field.

Although *Whelan* did not involve program SSO necessary for achieving interoperability with other programs, coupled with *Franklin’s* rejection of compatibility defenses, the court’s broad endorsement of SSO as protectable expression put unlicensed developers who reimplemented the interfaces of an existing program to make their own programs interoperable at risk of infringement.

Relying on the *Whelan* decision’s endorsement of copyright protection for program SSO, Computer Associates (CA) brought a lawsuit against Altai for nonliteral copyright infringement that came before the Second Circuit in 1992. Altai defended by arguing that it was necessary to use the same SSO in its program in order to be compatible with third-party programs.

### B. The Altai Decision and the AFC Test

*Computer Associates Int’l, Inc. v. Altai, Inc.* was the first appellate court decision to consider a compatibility defense to a claim of nonliteral copyright infringement. CA charged Altai with copyright infringement for copying program SSO—overall structure, macros, lists of services, and parameter lists (i.e., lists of information that needed to be sent and received by subroutines of the affected programs)—from CA’s scheduling program. Altai argued that it needed to use the same parameter lists and

---

74. 807 F.2d 1256 (5th Cir. 1987).
75. *Id.* at 1262.
76. One post-*Whelan* District Court upheld a second-comer’s reuse of a first-comer’s variation on an interface protocol that was necessary to achieve compatibility. *See Secure Servs., Inc. v. Time & Space Proc’g*, 722 F. Supp. 1354 (E.D. Va. 1989) (finding no infringement to re-implement digital handshake for secure fax machines to be sold to the government because variations lacked sufficient originality). *Whelan* was not cited.
80. CA sued Altai for copyright infringement after learning that Altai’s program contained code directly copied from its CA-Scheduler program by one of CA’s former employees whom Altai had hired. Altai purged the tainted code from its program and assigned a clean-room team of programmers to reimplement the compatibility components
macros because this SSO was necessary for its programs to be compatible with the IBM computers on which both its own and CA’s scheduling programs were designed to run; other similarities were, moreover, to be expected in programs of that kind.  

Before setting forth its alternative analysis, the Second Circuit discussed the *Whelan* decision at some length. The *Altai* court agreed with the Third Circuit that nonliteral elements of programs could be protected by copyright, but it did not find *Whelan*’s SSO concept helpful in distinguishing between which nonliteral elements of programs were protectable by copyright law and which were not. The court regarded the SSO concept as “demonstrat[ing] a flawed understanding of a computer program’s method of operation” and as resting on a “somewhat outdated appreciation of computer science.” While it characterized *Whelan* as “the most thoughtful” attempt to apply the idea/expression distinction to computer programs, the court also noted the widespread criticism of the decision as “conceptually overbroad.” The *Whelan* test for infringement of program SSO was, moreover, “descriptively inadequate,” relying “too heavily on metaphysical distinctions” instead of on “practical considerations.”

The “essentially utilitarian nature of a computer program,” the court said in *Altai*, makes distinguishing program ideas and expressions more difficult because compared to aesthetic works, “computer programs hover even more closely to the elusive boundary line described in § 102(b).” The Second Circuit characterized the Supreme Court’s decision in *Baker v. Selden* as the “doctrinal starting point” for analyzing the scope of copyright in “utilitarian works” because that decision recognized that the copyright in a work describing or illustrating a useful art did not extend to that art. The Second Circuit quoted at length from *Baker* and its holding that Selden’s bookkeeping system and the forms that illustrated its use were not protectable by copyright law. The court perceived computer programs to be “roughly analogous” to Selden’s book, and consistent with *Baker*, it

---

81. See id. at 714–15.
82. Id. at 702.
83. Id. at 706.
84. Id. at 705.
85. Id. at 705–06.
86. Id. at 704.
87. Id.
88. Id. at 704–05 (quoting *Baker v. Selden*, 101 U.S. 99, 103 (1879)).
stated “those elements of a computer program that are necessarily incidental to its function are similarly unprotectable.”

To ensure that unprotectable elements of programs would not be inadvertently swept into the infringement determination, the Second Circuit thought it important to fashion a new test for software copyright infringement that would filter those elements out. It announced a three-step test to achieve this objective in cases involving nonliteral software copyright infringement. The first step required constructing a hierarchy of abstractions for the program alleged to be infringed. The second step required filtering out the unprotectable elements of programs. The court said filtration should exclude: aspects of programs that are dictated by efficiency, design choices that are constrained by external factors, and elements of programs that are in the public domain, such as commonplace programming techniques, ideas, and know-how. The Altai test’s third step called for comparing the “golden nugget[s]” of expression remaining after filtration to determine if there was substantial similarity in the nonliteral expression that the defendant had copied from the plaintiff’s program.

Applying this test, the court in Altai was satisfied that some similarities between CA’s and Altai’s programs were due to public domain elements, some were at too high a level of generality, and others were “dictated by the functional demands of the program.” The parameter list similarities, in particular, were seen as necessary to develop a program that would be compatible with the IBM systems.

The Second Circuit recognized that applying the AFC test to software might mean that copyright would “serve[] as a relatively weak barrier against public access to the theoretical interstices” of program design, but that “results from the hybrid nature of a computer program, which, while it is literary expression, is also a highly functional, utilitarian component in the larger process of computing.” The AFC test “not only comports with, but advances the constitutional policies underlying the Copyright Act,” the court wrote. CA’s economic arguments in favor of broad copyright protection for program SSO were deemed inconsistent with Supreme Court

---

89. Id.
90. See id. at 706–11.
91. Id. at 707–10.
92. Id. at 710.
93. Id. at 714–15 (quoting Judge Pratt’s District Court opinion).
94. Id.
95. Id. at 712.
96. Id. at 711.
precedents. Adopting CA’s theory would, the court added, “have a corrosive effect on certain fundamental tenets of copyright doctrine.” Copyright law, the Second Circuit recognized, should not be construed to give utility patent-like protection to highly functional program SSO.

C. A CLOSER LOOK AT ALTAI’S FILTRATION FACTORS

The Altai decision identified three categories of nonliteral elements of computer programs that should be filtered out of consideration during infringement analysis. The first was “elements dictated by efficiency.” Given that Altai did not raise an efficiency defense, the Second Circuit did not need to discuss the exclusion of efficient design elements from the scope of copyright. However, the court was influenced by the “successive filtering” test for software copyright infringement proposed in the Nimmer treatise, which identified efficient program designs as unprotectable elements. The Second Circuit relied upon the merger doctrine to justify the filtration of efficient designs insofar as those nonliteral elements of a program were “dictated by considerations of efficiency, so as to be necessarily incidental to that idea.” By invoking the merger doctrine to exclude efficient elements of programs, the Second Circuit remained faithful to Baker v. Selden and the Supreme Court’s holding that functional design elements in copyrighted works are not within the scope of copyright protection, although they may be eligible for patenting.

Altai’s exclusion of efficient design elements was an important pronouncement because cases such as Whelan had not considered efficiency as a limiting principle in software cases. Under the Third Circuit’s conception of software copyright protection in Whelan, the question was whether there was any other way to carry out a function, and if there was, then the second comer had to do it another way and not copy the plaintiff’s

98. Id. at 712.
99. Id.; see also infra Part V (discussing why copyrights should not be interpreted to give patent-like protection to program innovations).
100. Altai, 982 F.2d at 707–09. Efficiency as a constraint is discussed further infra text accompanying notes 344–347.
101. See Altai, 982 F.2d. at 707 (citing NIMMER ON COPYRIGHT, supra note 10, at 13.03 [F]). The heart of the Nimmer successive filtering test became known as the AFC test after the Altai decision. The court also cited to Professor Menell, supra note 10, at 1052, when discussing efficiency as a limiting principle on copyright.
The Second Circuit, however, noted that “[i]n the context of computer program design, the concept of efficiency is akin to deriving the most concise logical proof or formulating the most succinct mathematical computation.”104 There might well be, ex ante, myriad ways to carry out some functions in a program, but “efficiency concerns may so narrow the practical range of choice as to make only one or two forms of expression workable options.”105 The court was reluctant to force programmers to use inefficient (and hence inferior) program designs when efficient ones were available.106

The second filtration category concerned those “elements dictated by external factors.”107 Relying heavily on the Nimmer treatise, Altai identified five types of “extrinsic considerations” that may “circumscribe[]” a programmer’s “freedom of design choice.”108 They were:

1. the mechanical specifications of the computer on which a particular program is intended to run;
2. compatibility requirements of other programs with which a program is intended to run;
3. computer manufacturers’ design standards;
4. demands of the industry being serviced; and
5. widely accepted programming practices within the computer industry.109

Although “dictated by” is the language of merger, as Altai recognized in its discussion of efficiency, the Second Circuit pointed to the scenes a faire doctrine as its main doctrinal justification for the “external factors” category.110 This doctrine excludes from the scope of copyright protection

---

103. Whelan Associates Inc. v. Jaslow Dental Lab., Inc., 797 F.2d 1222, 1236 (3d Cir. 1986). The Third Circuit noted that efficiency is a “prime concern” of programmers and the more efficient a program was, the more valuable it would be. Id. at 1230. But the court did not perceive efficiency as a design constraint. See also Lotus Dev. Corp. v. Paperback Int’l, Inc., 740 F. Supp. 37, 57 (D. Mass. 1990) (rejecting arguments that the functionality of an interface design should limit the scope of copyright protection).

104. Altai, 982 F.2d at 708. Computer science books teach programmers about the relative efficiencies of different algorithms and other program design elements for particular types of computations. See generally DONALD KNUTH, THE ART OF COMPUTER PROGRAMMING: FUNDAMENTAL ALGORITHMS (3d ed. 1997).

105. Altai, 982 F.2d at 708.

106. See id. The efficiency exclusion, endorsed in Altai, has been influential in subsequent cases. See, e.g., Bay State Tech., Inc. v. Bentley Sys., Inc., 946 F. Supp. 1079, 1088 (D. Mass. 1996); see also Zalewski v. Cicero Builder Dev. Inc., 754 F.3d 95, 105 (2d Cir. 2014) (efficiency considerations limit scope of copyright in architectural works).


108. Id. at 709.

109. Id. at 709–10 (citing NIMMER ON COPYRIGHT, supra note 10, at 13-66-71).

110. Altai, 982 F.2d at 709–10. The scenes a faire doctrine is distinct from the merger doctrine because the latter focuses constraints on the range of expressive choices available to authors. See infra Part IV for an extended discussion of the merger doctrine.
elements that are inevitable or commonly present in works of that kind.\textsuperscript{111} Scenes a faire had, the court noted, been employed to limit copyright liability in some prior computer software cases.\textsuperscript{112} When applying the AFC test to the facts in \textit{Altai}, the Second Circuit viewed similarities in the organizational charts of the two programs as scenes a faire elements because they “follow[ed] naturally from the work’s theme rather than from the author’s creativity.”\textsuperscript{113}

It does seem appropriate to characterize widely accepted programming practices or similarities driven by the demands of the industry as falling within the scenes a faire doctrine.\textsuperscript{114} The merger doctrine, however, is more pertinent to constraints imposed by mechanical specifications of the computer on which a program is run, computer manufacturer design standards, and requirements for achieving compatibility with other programs because these are “necessary incidents” constraints.\textsuperscript{115} In applying the AFC test, the Second Circuit quoted the District Court as having found that some similarities between CA’s and Altai’s programs were “dictated by the functional demands of the program.”\textsuperscript{116} Dictated by, as noted above, is the language of merger, not of scenes a faire.

The third category of unprotectables consisted of “elements taken from the public domain.”\textsuperscript{117} This might have seemed unnecessary to say, but perhaps the Second Circuit wanted to make sure that courts would be on the lookout for public domain elements. The \textit{Whelan} decision had been so sweeping in its conception of the scope of copyright in software—every bit

\textsuperscript{111} \textit{Altai}, 982 F.2d at 709 (citing Hoehling v. Universal City Studios, Inc., 618 F.2d 972, 979 (2d Cir. 1980)) (similarities between book and movie about the Nazi era in Germany were unprotectable scenes a faire elements).

\textsuperscript{112} \textit{Id.} at 709–10 (citing to four prior cases, including Data East USA, Inc. v. Epyx, Inc., 862 F.2d 204 (9th Cir. 1998)) (similarities in karate videogames were unprotectable as to scenes a faire elements).

\textsuperscript{113} \textit{Id.} at 715.

\textsuperscript{114} See \textit{id.} at 710. The Second Circuit pointed to Plains Cotton Coop. Ass’n v. Goodpasture Comput. Serv., Inc., 807 F.2d 1256, 1262 (5th Cir. 1987), which had ruled that similarities in programs were due to demands of the cotton market, to illustrate the point. The Fifth Circuit in \textit{ Plains Cotton}, however, did not mention the scenes a faire doctrine in its decision; instead it said that similarities were “dictated by” demands of the industry. \textit{Id.} “Dictated by” is the language of merger.

\textsuperscript{115} Some subsequent cases have treated compatibility components of programs as unprotectable under the merger doctrine. See, e.g., Lexmark Int’l, Inc. v. Static Control Components, 387 F.3d 522, 540–42 (6th Cir. 2004); see also Bateman v. Mnemonics Inc., 79 F.3d 1532, 1544–48 (11th Cir. 1996) (reversing lower court for failure to give proper jury instruction about the possible need to use the same interface code to attain compatibility).


\textsuperscript{117} \textit{Id.} at 710.
of program SSO was said to be protectable expression unless there were no alternative choices possible—\textsuperscript{118}—that the \textit{Altai} court’s reminder that programs, like other works, contain public domain elements was useful. The public domain category of filtration has been used in some post-\textit{Altai} cases,\textsuperscript{119} but the Second Circuit did not spell out what kinds of public domain elements it thought should be filtered out.\textsuperscript{120}

What is strangely missing from \textit{Altai}’s list of unprotectable elements in computer programs that must be filtered out before deciding whether infringement has occurred are the categories that § 102(b) renders unprotectable by copyright law: procedures, processes, systems, and methods of operation. The Second Circuit quoted that provision once and cited it in three places.\textsuperscript{121} But curiously, it did not consider what kinds of procedures or methods should be unprotectable aspects of programs, let alone direct the filtration of these § 102(b) elements. Later cases have identified algorithms and functional behavior as among the structural elements of programs that must be excluded from protection under § 102(b).\textsuperscript{122}

The Second Circuit may have thought the exclusion of procedures, etc., was unnecessary because it regarded the unprotectable elements it did identify as proxies for the procedure, process, system, and method of operation exclusions that § 102(b) says are unprotectable. But merger, scenes a faire, and public domain are different types of limiting principles than processes and methods of operation. If the Second Circuit regarded efficiency, external factors, and public domain elements as proxies for the § 102(b) excludables, it should have explained why the words of the statute should be ignored and why these proxies were appropriate.

\textsuperscript{118}. Whelan Associates Inc. v. Jaslow Dental Lab., Inc., 797 F.2d 1222, 1236 (3d Cir. 1986).

\textsuperscript{119}. See, e.g., Paycom Payroll LLC v. Richison, 758 F.3d 1198, 1205 (10th Cir. 2014) (directing filtration of “ideas, processes, facts, public domain information, merger material, scenes a faire material, and other unprotected elements suggested by the particular facts of the program under examination”); Gates Rubber Co. v. Bando Chem. Indus., 9 F.3d 823, 842–43 (10th Cir. 1993) (defendant could lawfully reuse the plaintiff’s mathematical constants because they were in the public domain as facts).

\textsuperscript{120}. In support of the public domain category, \textit{Altai} cited Brown Bag Software v. Symantec Software, 960 F.2d 1465, 1473 (9th Cir. 1992) (“Plaintiffs may not claim copyright protection of an expression that is, if not standard, then commonplace in the computer software industry.”). This quote would have more suitably illustrated a type 5 external factors excludable under the scenes a faire doctrine in the \textit{Altai} conception of the filtration categories.

\textsuperscript{121}. \textit{Altai}, 782 F.2d at 703–04.

\textsuperscript{122}. See infra notes 135–42 and accompanying text.
It is also possible that the Second Circuit did not perceive a need to filter out these § 102(b) excludables because the Altai case arguably did not involve any claim about processes or methods of operation. However, other cases have identified the functional requirements for achieving interoperability with other programs as unprotectable procedures under § 102(b). So this does not explain the omission.

A third possibility—and probably the true explanation—is that the Second Circuit was relying on the Nimmer treatise’s successive filtering method for judging software copyright infringement. Because that treatise did not identify procedures, processes, systems, or methods of operation as excludable elements in computer programs, neither did the Second Circuit. The Nimmer treatise has systematically deflected attention away from the wider meaning of § 102(b), treating it as merely a restatement of the idea/expression distinction. Under the influence of the Nimmer treatise, courts have sometimes been reluctant to pay attention and give content to these exclusions, even though these elements have a wider range of possible applications for computer programs than for any other type of copyrighted work. Procedures, processes, systems, and methods of operation are, after all, functional design elements of the “essentially utilitarian nature of computer program[s].”

III. CONCEPTUALIZING THE PROPER ROLE OF § 102(b) IN COMPUTER PROGRAM COPYRIGHT CASES

Because computer programs embody many procedures, processes, systems and methods of operation that lie beyond the scope of copyright, it would be logical for § 102(b) to have a significant, and perhaps even a central, role in the analysis of claims of software copyright infringement.

123. See, e.g., Sega Enters. Ltd. v. Accolade, Inc., 977 F.2d 1510, 1522, 1526 (9th Cir. 1992).
124. See Pamela Samuelson, Why Copyright Excludes Systems and Processes From the Scope of Its Protection, 85 TEX. L. REV. 1921, 1953–61 (2007). The Nimmer treatise has ignored the myriad cases that, under the influence of Baker v. Selden, have held such things as procedures, processes, systems, and methods of operation are unprotectable elements of copyrighted works. Id. at 1936–44 (discussing the cases). Congress intended to codify these common law exclusions from the scope of copyright by including § 102(b) in the statute Id. at 1944–52 (discussing the legislative history of § 102(b)); see also Ann Bartow, The Hegemony of the Copyright Treatise, 73 U. CINN. L. REV. 581 (2004) (criticizing courts for relying heavily on copyright treatises, including Nimmer’s, in interpreting copyright law).
126. Altai, 982 F.2d at 704.
One way to accomplish this objective would be to adapt the Altai AFC test, as some courts have already done, by adding a fourth category of program design elements derived from § 102(b) that should be filtered out before proceeding with the final stage of infringement analysis. Another way would be, in appropriate cases, to consider and apply the functional design element exclusions in § 102(b) without tying them to the Altai framework, which other courts have also already done.

Section A discusses five propositions about § 102(b) that should be uncontroversial and shows that courts in recent years have been more receptive to employing § 102(b) as a limiting principle of software copyright law. Sections B and C review the Lotus v. Borland and Oracle v. Google cases, and explain why the application of § 102(b) in those cases has generated some controversy. It is unfortunate that the Supreme Court split 4-4 in Borland in 1995 and that twenty years later, it declined to hear Google's appeal; the split in the circuits as to the proper interpretation of § 102(b) is unlikely to be resolved any time soon. Section D explains why the Federal Circuit’s interpretation of § 102(b) compatibility defenses in Oracle should be repudiated in subsequent software copyright cases.

A. Five Uncontroversial Propositions about § 102(b)

This Section articulates five propositions about § 102(b) that should be uncontroversial. First, § 102(b) should not be interpreted in a manner that would deprive programs of any copyright protection. Second, the procedure, process, system, and method of operation exclusions in § 102(b) are meaningful limits on the scope of copyright protection available to programs. Third, one function of the § 102(b) exclusion of processes and methods from the scope of copyright is to maintain boundaries between the copyright and patent regimes. Fourth, the utilitarian nature of programs differentiates them from conventional literary works because they contain functional design elements such as processes that are excluded under § 102(b). Fifth, “SSO” is not a useful way to distinguish between those nonliteral elements of programs that are unprotectable under § 102(b) and those that constitute protectable expressions.

1. Section 102(b) Does Not Exclude Program Code from Protection

The least controversial proposition about § 102(b) in relation to computer programs is that Congress could not possibly have intended courts

---

127. See, e.g., Gates Rubber Co. v. Bando Chem. Indus., 9 F.3d 823, 836–37 (10th Cir. 1993); see also infra text accompanying note 453.
To give a completely literal interpretation to § 102(b) because this would render programs ineligible for copyright protection. Object code is unquestionably a functional process. Therefore, the Third Circuit in *Franklin* correctly rejected Franklin’s § 102(b) defense: Franklin copied the Apple OS programs, bit for bit, and did not even try to reimplement the functionality of the Apple programs in independently written code.129

Furthermore, while object code is the most functional embodiment of program processes, because source code forms of programs function as detailed statements and instructions for carrying out certain tasks, they are unquestionably “procedures” within the normal meaning of that word. Yet, to respect Congress’ decision to extend copyright protection to computer programs, original program code, whether in source or object code form, should generally be protectable by copyright law.130

2. The Procedure, Process, System and Method of Operation Exclusions of § 102(b) Must Mean Something

A second uncontroversial proposition is that the words of exclusion from the scope of copyright protection for “procedure[s], process[es], system[s], [and] method[s] of operation” in § 102(b) must mean something.131 As a matter of logic, they cannot be synonymous with the “idea” exclusion because “idea” is but one of eight categories of excludable elements listed in § 102(b). One term cannot subsume the other seven. Giving meaning to each of the statutory exclusions is consistent with conventional canons of statutory construction.132 When a statute specifically identifies several categories of unprotectable elements and says that “[i]n no case” should any of them be within the scope of copyright protection,133 courts should not read all but one of the terms out of the statute, as the appellate courts did in *Whelan* and *Oracle*.

129. See supra note 47 and accompanying text.

130. Occasionally, a program may either have insufficient originality to support a copyright or be rendered unprotectable because function and expression have merged. See, e.g., *Lexmark Int’l, Inc. v. Static Control Components*, 387 F.3d 522, 540–42 (6th Cir. 2004) (questioning the originality of a program embedded in a printer cartridge, but also applying the merger doctrine to it).


132. See *Montclair v. Ramsdell*, 107 U.S. 147, 152 (1883) (“It is the duty of the court to give effect, if possible, to every clause and word of a statute, avoiding, if it may be, any construction which implies that the legislature was ignorant of the meaning of the language it employed.”); LARRY M. EIG, CONG. RESEARCH SERV., 97-589, STATUTORY INTERPRETATION: GENERAL PRINCIPLES AND RECENT TRENDS 13 (2011) (“The modern variant [of this principle] is that statutes should be construed ‘so as to avoid rendering superfluous’ any statutory language . . . .” (quoting *Hibbs v. Winn*, 542 U.S. 88, 101 (2004))).

133. 17 U.S.C. § 102(b).
That these functional design elements excluded by § 102(b) should be given close attention in software copyright infringement cases is also evident from the legislative history of the 1976 Act. Both the House and Senate Reports explained why § 102(b) was put in the statute:

Some concern has been expressed lest copyright in computer programs should extend protection to the methodology or processes adopted by the programmer, rather than merely to the “writing” expressing his ideas. Section 102(b) is intended, among other things, to make clear that the expression adopted by the programmer is the copyrightable element in a computer program, and that the actual processes or methods embodied in the program are not within the scope of the copyright law.134

Courts in software copyright cases have identified several types of nonliteral elements of programs as unprotectable procedures, processes, systems, or methods of operation under § 102(b). Among the elements that courts have filtered out are algorithms,135 mathematical constants,136 rules editing methods,137 methods of calculation,138 command structures,139 data structures,140 interfaces necessary to interoperability,141 and functional program behavior.142 Also noteworthy is the Copyright Office’s articulation of functional elements of computer programs that the Office regards as unprotectable by copyright law.143

136. See, e.g., Gates Rubber Co. v. Bando Chem. Indus., 9 F.3d 823, 842–43 (10th Cir. 1993). Gates Rubber directs use of a “process/express/on” distinction in computer program cases. Id.
139. See, e.g., Mitek Holdings, Inc. v. Arce Eng’g Co., 89 F.3d 1548, 1557 (11th Cir. 1996).
143. Compendium of U.S. Copyright Practices (3d ed. 2015) [hereinafter Compendium], § 721.7 (“[T]he Office will not register the functional aspects of a computer program, such as the program’s algorithm, formatting, functions, logics, system design, and the like.”); see also id. at § 721.9(J) (indicating that registration will not be accepted if the program author claims copyright in an algorithm, computation, data, formatting, formulas, interfaces, language, layout, logic, menu screens, models, organization, protocols, and system design, among other categories of unprotectable elements).
The § 102(b) exclusions apply, of course, to all types of copyrighted works, not just to computer programs. Procedures, processes, systems and methods of operation have, in fact, been excluded from the scope of copyright protection both before and after § 102(b) was added to the statute. Consider, for example, *Brief English Systems v. Owen* which illustrates the system exclusion. The Second Circuit decided that Owen was free to write his own book on the shorthand system that the plaintiff had devised because that system was ineligible for copyright protection. *Taylor Instrument Cos. v. Fawley-Brost Co.* illustrates the method of operation exclusion. The Seventh Circuit rejected Taylor’s claim of copyright in charts designed for use as part of a method of operating a temperature recording machine. *Publications Int’l Ltd. v. Meredith Corp.* illustrates the exclusion of procedures from the scope of copyright. The Seventh Circuit held that individual recipes were unprotectable procedures under § 102(b), and others could freely copy them. *Bikram’s Yoga College of India, L.P. v. Elevation Yoga, LLC,* illustrates the process exclusion. The Ninth Circuit held that the series of yoga poses and breathing exercises that Bikram Choudhury had developed were unprotectable processes under § 102(b) because of their functional character in helping to attaining psychological and spiritual well-being.

144. 48 F.2d 555 (2d Cir. 1931).
145. *Id.* at 556 (“There is no literary merit in a mere system of condensing written words into less than the number of letters usually used to spell them out. Copyrightable material is found, if at all, in the explanation of how to do it.”). Numbering systems for hardware parts are similarly unprotectable by copyright law. *See, e.g.,* ATC Distrib. Group, Inc. v. Whatever It Takes Transmission & Parts, Inc., 402 F.3d 700 (6th Cir. 2005); Southco, Inc. v. Kanebridge Corp., 390 F.3d 276 (3d Cir. 2004).
146. 139 F.2d 98 (7th Cir. 1943); *see also* Brown Instrument Co. v. Warner, 161 F.2d 910, 911 (D.C. Cir. 1947) (upholding the Copyright Office’s refusal to register charts for recording data).
148. 88 F.3d 473 (7th Cir. 1996).
149. *Id.* at 480–81.
150. 803 F.3d 1032 (9th Cir. 2015); *see also* Palmer v. Braun, 287 F.3d 1325, 1333–34 (11th Cir. 2002) (citing to § 102(b) and affirming denial of a preliminary injunction because similarities between Palmer’s and Braun’s courses and course materials were largely due to the fact that they were teaching the same processes for raising human consciousness).
151. *Bikram’s Yoga,* 803 F.3d at 1039–40.
3. The Process and System Exclusions of § 102(b) Are Partly Aimed at Maintaining Boundaries between Copyright and Patent Laws

A third proposition about § 102(b) that should be uncontroversial is that procedures, processes, systems, and methods of operation are excluded from the scope of copyright protection in part to maintain a balance between the role of copyright in protecting authorial expression and the role of patent law in protecting inventions in the useful arts. Patented processes, systems and methods of operation are often described in documents or illustrated in drawings. But “the principle is the same in all,” as the Supreme Court said in Baker v. Selden more than a hundred twenty years ago: “The description of the [useful] art in a book, though entitled to the benefit of copyright, lays no foundation for an exclusive claim to the art itself . . . . That can only be secured, if it can be secured at all, by letters-patent.”

It would be “a surprise and fraud on the public,” the Supreme Court wrote, if Selden could get through the copyright in his book a longer duration of exclusive rights than if he had been able to get the patent he sought (which he apparently failed to obtain).

In Taylor Instrument, the Seventh Circuit invoked Baker in deciding that Taylor’s charts for recording temperatures over time were not proper subject matter for copyright protection. Although Taylor had obtained registration certificates from the Copyright Office, the charts were unprotectable by copyright law because they were indispensable parts of

---

152. See, e.g., Incredible Techs., Inc. v. Virtual Techs., Inc., 284 F. Supp. 2d 1069, 1078 (N.D. Ill. 2003), aff’d, 400 F.3d 1007 (7th Cir. 2015) (control panel features of videogame were “potentially patentable—but not copyrightable”); Bateman v. Mnemonics, Inc., 79 F.3d 1532, 1541, 1546 (11th Cir. 1996); Gates Rubber Co. v. Bando Chem. Indus., 9 F.3d 823, 837 (10th Cir. 1993) (recognizing that some program processes may be patentable). Processes are one of four categories of statutory subject matters eligible for patent. See 35 U.S.C. § 101. Claims for patentable processes are often stated as methods for carrying out certain operations. Patents for machines are typically stated as systems to perform certain functions.


154. Id. at 105; see also Bikram’s Yoga, 803 F.3d at 1039–40 (ruling yoga healing methodology is uncopyrightable, but stating that if it is “entitled to protection at all, that protection is more properly sought through the patent process”).

155. Id.; see Pamela Samuelson, Baker v. Selden: Sharpening the Distinction Between Authorship and Invention, in INTELLECTUAL PROPERTY STORIES 160–61 (Rochelle C. Dreyfuss & Jane C. Ginsburg eds., 2005) (noting that the preface to Selden’s book referred to his patent application). Had the Court accepted Selden’s claim of copyright protection in the bookkeeping system, he could have had exclusive rights in it for up to forty-two years instead of the much shorter duration available had a patent issued for the system.

156. 139 F.2d 98, 99–100 (7th Cir. 1943).
Taylor’s recording machines. Fawley-Brost, the alleged infringer, was entitled to provide a competitive alternative to those customers who owned Taylor’s temperature recording machines and wanted cheaper charts that would interoperate with the Taylor machines. The Seventh Circuit observed:

While it may be difficult to determine in which field [of intellectual property] protection must be sought, it is plain, so we think, that it must be in one [copyright] or the other [patent]; it cannot be found in both. In other words, there is no overlapping territory, even though the line of separation may in some instances be difficult of exact ascertainment.

Similar considerations underlay the Ninth Circuit decision to reject Sega’s infringement claim in Sega Enters. Ltd. v. Accolade, Inc. The infringement suit commenced after Accolade reverse engineered Sega programs to get access to information about the functional requirements for achieving interoperability with Sega’s Genesis platform. Sega sued to stop Accolade, arguing that the copies made in the course of reverse engineering were infringements. The Ninth Circuit stated that “[i]f disassembly of copyrighted object code is per se an unfair use, the owner of the copyright gains a de facto monopoly over the functional aspects of his work—aspects that were expressly denied copyright protection by Congress” under § 102(b). The court characterized the Sega interface as an unprotectable procedure under § 102(b), saying that to get an exclusive right in that interface, Sega needed to get a patent. This ruling allowed Accolade (and other independent software developers) to create new non-infringing programs that could run on the popular Genesis platform and maintained the proper boundary lines between patent and copyright protections for computer programs.

157.  Id. at 100.
158.  Id. at 99; see also Brown Instrument Co. v. Warner, 161 F.2d 910, 911 (D.C. Cir. 1947) (only patent, not copyright, protection was available to charts as parts of recording machines). Note that Taylor Instrument and Brown Instrument are pre-software interoperability cases.
159.  See 977 F.2d 1510, 1524–27 (9th Cir. 1992) (noting that the functionality of programs limits scope of copyright under § 102(b) and emphasizing that copyright should not be construed to give programmers patent-like protection for elements excluded from copyright under § 102(b)).
160.  Id. at 1516–17. Sega did not claim that Accolade infringed because it copied the SSO of the Genesis interface.
161.  Id. at 1526.
162.  Id. at 1522, 1526.
4. Because of § 102(b) Exclusions, the Scope of Copyright in Programs Is Thinner than the Scope of Copyright in Conventional Literary Works

A fourth proposition concerning § 102(b) that should be uncontroversial is that the scope of copyright protection in computer programs is generally much thinner than the scope of copyright in conventional literary works (e.g., novels and poetry) because programs embody many functional design elements that lie outside the scope of copyright protection under § 102(b). Courts have recognized that it is necessary to filter out procedures, processes, systems, and methods of operation before ruling on software copyright infringement claims. Conventional literary works, by contrast, are typically highly expressive and non-functional, which is why courts mainly concentrate on filtration of ideas, facts, and scenes a faire elements in assessing infringement claims.

5. SSO Obscures the Distinction between Nonliteral Elements of Programs That Are Protectable by Copyright and Those That Are Unprotectable Under § 102(b)

A fifth proposition that should be uncontroversial is that “SSO” is not a useful way of conceptualizing which nonliteral elements of computer programs are copyright-protectable expressions that cannot be reused without infringing. Although courts have sometimes based infringement findings on copying of the detailed structure of novels or plays, SSO was not a term of art in the copyright field prior to the Whelan decision. Nor is SSO a term of art in the computing field, as the Second Circuit observed in Altai. As applied to programs, SSO obscures the reality that many aspects of program structure and organization are procedures, processes, systems, and methods of operation that § 102(b) excludes from copyright’s

164. See, e.g., Gates Rubber Co. v. Bando Chem. Indus., 9 F.3d 823, 842–46 (10th Cir. 1993) (applying the abstraction-filtration-comparison test to the computer program).
165. This explains why Judge Hand’s patterns-of-abstraction test for infringement, which has long been applied to conventional literary and dramatic works, does not mention processes or systems. See Nichols v. Universal Pictures, 45 F.2d 119, 121 (2d Cir. 1930), cert. denied, 282 U.S. 902 (1931).
166. See Altai, 982 F.2d at 702–06 (questioning the Whelan decision’s use of SSO); Oracle Am., Inc. v. Google Inc., 872 F. Supp. 2d 974, 996 (N.D. Cal. 2012), rev’d, 750 F.3d 1339 (Fed. Cir. 2014) (pointing out that SSO terminology had not been used in the software copyright case law since 1989); see also Weinreb, supra note 10, at 1170 (critical of SSO formulation for software).
167. See, e.g., Sheldon v. Metro-Goldwyn Pictures Corp., 81 F.2d 49 (2d Cir. 1936).
168. Altai, 982 F.2d at 706 (noting that SSO reflects an inaccurate understanding of computer science).
The term fails to provide a workable framework within which courts can separate out nonliteral program expression from nonliteral functional elements excluded under § 102(b). As the District Court in Oracle observed, there has been a trend away from use of SSO in the post-Altai software copyright case law, which has been “driven by fidelity to Section 102(b)” to avoid the “danger” of overprotection of programs by copyright law.\(^{170}\)

6. **Summary**

These five propositions are grounded in a straightforward reading of the copyright statute and long-standing policy considerations that explain why copyright protection is “thinner” for utilitarian works than for conventional works of art and literature. Ongoing progress in the computing field requires a realm of freedom to reuse functional design elements of programs.\(^{171}\) Courts and commentators who believe that § 102(b) merely restates the idea/expression distinction should reconsider their conceptions of § 102(b).

But even accepting these propositions, the question remains whether the command structures in the Borland and Oracle cases should have been deemed unprotectable systems or methods of operation under § 102(b). To that question, we now turn.

B. **LOTUS V. BORLAND**

*Lotus v. Borland* is the best known of the cases addressing whether a command structure of a computer program user interface (UI) is protectable by copyright law.\(^{172}\) Lotus was not, however, the first software developer to sue a competitor for copyright infringement because the defendant adopted the same set of commands, organized in the same way, as the plaintiffs’ program in order to carry out the same set of program functions.\(^{173}\)

---

169. Plaintiffs in software copyright cases sometimes rely on the literary work metaphor to deflect attention from the functionality of software. See, e.g., Opening Brief and Addendum of Plaintiff Appellant, Oracle of Am. v. Google Inc., Court of Appeals for the Federal Circuit, Case No. 13-1021, at 1–2 ( likening the Android software to a knockoff of a Harry Potter novel).


171. See, e.g., Altai, 982 F.2d at 707–12 (emphasizing various elements of programs that are unprotectable by copyright law because of the need of programmers to reuse them and quoting commentary expressing concern that *Whelan* would enable programmers to lock-up basic programming techniques and give first comers quasi-monopoly power).


Courts in the early cases typically found infringement because they conceived of the plaintiffs’ command structures as compilations of words whose selection and arrangement was original enough to warrant copyright protection, even if each command word on its own (e.g., copy or paste) was unprotectable. These cases often relied upon *Whelan*, which considered all structural elements of programs (e.g., UI command hierarchies) as protectable expression as long as there was more than one way to structure those elements.

Borland unquestionably copied the command hierarchy of Lotus 1-2-3 in its Quattro Pro (QP) program. The District Court regarded Borland’s appropriation of this hierarchy as infringement. Even when Borland issued a new release of the QP emulation UI so that the Lotus command words were no longer visible, the District Court found this too infringed because QP was still utilizing the Lotus command structure, albeit invisibly. The District Court conceived the command hierarchy to have, in effect, become a nonliteral element of the program.

Borland’s reuse of the command structure of Lotus 1-2-3 was different from the earlier UI cases. Unlike those defendants, Borland had developed its own “native” UI for QP, which organized commands in a different way than Lotus 1-2-3. But Borland provided an “emulation” UI that presented users with the same commands in the same order as 1-2-3 so that prospective customers who had built macros (i.e., mini-programs for commonly executed sequences of spreadsheet functions) in the Lotus macro language could use those macros in QP.

Because the command hierarchy of Lotus 1-2-3 was “a fundamental part of the functionality of the Lotus macros,” Borland argued it was outside
the scope of copyright protection available to the Lotus program under § 102(b).\textsuperscript{180} This structure, Borland believed, was akin to the structure of Selden’s bookkeeping forms, and as constituent elements of Lotus’ method of operation or system, it was patent, not copyright, subject matter.\textsuperscript{181}

The District Court did not find the user macro interoperability argument persuasive.\textsuperscript{182} It viewed Borland’s copying of the 1-2-3 command structure as infringement because the command hierarchy was not an abstract idea, but rather concrete and detailed; in that court’s view, there were other ways that spreadsheet commands could be named and organized, as evidenced by QP’s native UI.\textsuperscript{183}

Borland appealed its loss to the First Circuit.\textsuperscript{184} The main question on appeal was what meaning to give to the exclusions set forth in § 102(b).\textsuperscript{185} Given the text of the statute and the legislative history explaining Congress’s reasons for including § 102(b) in the statute, it seemed unlikely that this court would rule that § 102(b) was merely a restatement of the idea/expression distinction, as the District Court had opined in Borland.

In its ruling in Borland’s favor, the First Circuit held that the command structure was a method of operation under § 102(b), although on a different rationale than Borland argued.\textsuperscript{186} The First Circuit likened the command hierarchy of Lotus 1-2-3 to the buttons for interacting with a VCR machine.\textsuperscript{187} Both were, in its view, methods of operating machines to accomplish functional tasks.\textsuperscript{188} As methods of operation, both were unprotectable by copyright law. Although the First Circuit invoked Baker

\textsuperscript{180} Borland argued that Altai supported its macro-compatibility defense. \textit{Borland}, 799 F. Supp. at 215–19.


\textsuperscript{182} \textit{Borland}, 799 F. Supp. at 210 (“[I]t is irrelevant that the 1-2-3 interface includes functional elements or ‘comprises a system’ so long as it includes separable expressive elements.”). In its earlier ruling against Paperback, which had made a clone of Lotus 1-2-3, the District Court dismissed as a “word game” Paperback’s argument that the Lotus macro language was unprotectable by copyright law. \textit{Paperback}, 740 F. Supp. at 72.

\textsuperscript{183} \textit{Borland}, 799 F. Supp. at 212–13.

\textsuperscript{184} \textit{Borland}, 49 F.3d at 812.

\textsuperscript{185} \textit{Id}.

\textsuperscript{186} Borland argued that the facts and arguments in \textit{Baker} were “identical” to those it was making. The First Circuit was not convinced. \textit{Id} at 814.

\textsuperscript{187} \textit{Id} at 817.

\textsuperscript{188} For a similar metaphor, see Apple Computer v. Microsoft Corp., 799 F. Supp. 1006, 1023 (N.D. Cal. 1992), \textit{aff’d}, 35 F.3d 1435 (9th Cir. 1994) (likening Apple’s graphical user interface to the user interface for automobiles).
in support of its holding, there was disappointingly little analysis in support of the court’s conclusion, either about the implications of Baker or the meaning that courts should give to § 102(b).189

The First Circuit viewed Borland as having literally copied the Lotus command structure, but decided that didn’t matter because that structure, however creative it might be, constituted a method of operation.190 It did not, however, find persuasive Borland’s Baker-based argument that the command structure was patent, not copyright, subject matter.191 The First Circuit cited approvingly to Altai, but regarded the Second Circuit’s decision as inapplicable because that case involved claims of non-literal infringement, whereas Borland was, in its view, a literal copying case.192 Although literal copying of content from a copyrighted work is generally more likely to be infringement, the First Circuit in Borland conceptualized the command hierarchy as too functional to qualify as protectable expression.193 Altai, in fact, had more to teach the First Circuit on compatibility issues than the court perceived in Borland.194

Whether the 1-2-3 command hierarchy was a literal or nonliteral element of the Lotus program is actually a more interesting question than either the District Court or the First Circuit recognized.195 In some sense it was both: users of the Lotus program can, of course, see the selection and arrangement of command words when they use 1-2-3. Viewed as a compilation of words, the command hierarchy looks like a literal component of the program. Each command is, however, an abstraction that not only identifies the particular function that the command represents, but also provides users with a means to invoke that function, which, in turn, is a nonliteral element embedded in the literal text of the program. U.S.

189. Borland, 49 F.3d at 813–14; see also Weinreb, supra note 10, at 1207 (describing the First Circuit’s analysis as “too short to be satisfactory”).
190. Borland, 49 F.3d at 815–16.
191. Id. at 813–14. The First Circuit did not explain why it found the argument unpersuasive. The patent or copyright subject matter issue is discussed infra Part V.
192. Id. at 814–15.
193. Id. at 815 (“The Lotus command hierarchy provides the means by which users control and operate Lotus 1-2-3.”).
195. Weinreb noted the oddity of the parties’ positions about the nature of programs that copyright could protect: Lotus taking a broad conception of programs, wanting to tie its UI closely to the code, and Borland taking a narrow view, as though the code constituted the program and the UI was a result of the program. Weinreb, supra note 10, at 1154–63.
copyright law defines “computer program” as “a set of statements or instructions to be used directly or indirectly in a computer in order to bring about a certain result.” 196 Viewed in this light, the program source and object code is the literal expression of the software, and the UI command hierarchy is an abstraction that identifies the set of functions that the program is capable of executing. The UI command structure is, moreover, among the results that the program code produces.

The nonliteral character of the command hierarchy should have been evident when Borland introduced the key reader version of QP, which allowed macros constructed in 1-2-3 to be executed, even though users could no longer see the commands. 197 The First Circuit should have recognized the macro system as a nonliteral element of the Lotus program because it was neither visible to a 1-2-3 user through the UI, nor was it associated with particular blocks of code. 198

When the Supreme Court decided to hear Lotus’s appeal, it seemed that the Court would finally provide an answer to the long-simmering question of how courts should interpret the method and system exclusions of § 102(b) as applied to computer programs. However, the Court’s 4-4 split affirmed the First Circuit ruling without setting a precedent or resolving the circuit split on this issue. 199

The deep split within the Court may have been due to some Justices agreeing with the literal infringement approach taken by the District Court, while other Justices may have seen some merit in the First Circuit’s interpretation of § 102(b), as cryptic as that court’s analysis was, or in

197. Lotus Dev. Corp. v. Borland Int’l, Inc., 831 F. Supp. 223, 228 (D. Mass. 1993) (“[T]he Key Reader file contains a virtually identical copy of the Lotus menu tree structure, but represented in a different form and with first letters of menu command names in place of the full menu command names.”). The District Court found infringement of the key reader version of QP. Id. at 231. This, in effect, extended copyright protection to the functional behavior of the program. See Pamela Samuelson, Brief Amicus Curiae of Copyright Law Professors in Lotus Development Corp. v. Borland Int’l, Inc. (brief to U.S. Supreme Court), 3 J. INTELL. PROP. L. 103, 131–32 (1996) (explaining why the District Court’s ruling would have extended protection to the functional behavior of programs and why copyright should not extend so far).
198. An analogy may help to clarify the relationship among these components: The UI of a program is akin to the face of a clock. The program code is like the mechanism inside the clock that causes the hands of the clock to move. The macro system is like a specialized part of the clock (e.g., the component that users can set to cause an alarm to ring at a particular time).
Borland’s argument, that the command hierarchy was patent, not copyright, subject matter.\textsuperscript{200}

The sounder analysis supporting the ruling in Borland’s favor would have focused on the essential role that the Lotus command structure played in facilitating the functionality of the Lotus macro system. As the District Court recognized, the command hierarchy was a “fundamental part of the functionality of the Lotus macros.”\textsuperscript{201} That is, the Lotus command structure was a critical component in the functioning of the macros because user-created macros would not execute in QP unless exactly the same commands were available, arranged in exactly the same order.\textsuperscript{202} The command structure was thus a constituent element of the macros system that should have been outside the scope of the Lotus copyright under § 102(b).\textsuperscript{203} Alternatively, the Court could have recognized that, in keeping with Altai, there were external factors (i.e., the investment of users who had constructed macros in the Lotus macro language) that constrained the design choices of second comers (i.e., Borland because the command structure was essential to achieving compatibility with user macros).\textsuperscript{204}


\textsuperscript{203}. That methods and systems and their constituent parts are unprotectable by copyright law was recently affirmed in the Ninth Circuit’s Bikram’s Yoga decision. \textit{See} Bikram’s Yoga, 803 F.3d at 1039 (“An essential element of this ‘system’ is the order in which the yoga poses and breathing exercises are arranged.”); \textit{id}. at 1042 (“[T]he medical and functional considerations at the heart of the [Bikram] Sequence compel the very selection and arrangement of poses and breathing exercises for which he claims copyright protection.”).

Judge Boudin’s concurring opinion in *Borland* suggests the macro compatibility consideration resonated with him:

[I]t is very hard to see that Borland has shown any interest in the Lotus menu except as a fall-back option for those users already committed to it by prior experience or in order to run their own macros using 1-2-3 commands . . . [I]t is unlikely that users who value the Lotus menu for its own sake—independent of any investment they have made themselves in learning Lotus’ commands or creating macros dependent upon them—would choose the Borland program in order to secure access to the Lotus menu.\(^{205}\)

Judge Boudin also took note of the lock-in effects that would result from a ruling in Lotus’ favor:

[I]t is hard to see why customers who have learned the Lotus menu and devised macros for it should remain captives of Lotus because of an investment in learning made by the users and not by Lotus. Lotus has already reaped a substantial reward for being first; assuming that the Borland program is now better, good reasons exist for freeing it to attract old Lotus customers: to enable the old customers to take advantage of a new advance, and to reward Borland in turn for making a better product. If Borland has not made a better product, then customers will remain with Lotus anyway.\(^{206}\)

It is unfortunate that Judge Boudin did not find a way to connect this concern to the Congressional intent that § 102(b) serve as a statutory tool through which courts could take competition and ongoing innovation policy considerations into account in construing the scope of copyright protection in programs.\(^{207}\) He considered the majority’s interpretation to be “defensible,” although he thought that fair use would be a closer doctrinal fit, suggesting there was need for a new doctrine to address such considerations.\(^{208}\)

A compatibility-based § 102(b) argument should have prevailed in *Borland*. Subsequent cases have done a somewhat better job than the First Circuit in employing § 102(b) in software copyright cases.\(^{209}\)

---


\(^{207}\) See supra note 4 and accompanying text.

\(^{208}\) *Borland*, 49 F.3d at 821–22 (Boudin, J., concurring).

\(^{209}\) See, e.g., Incredible Techs. v. Virtual Techs., Inc., 284 F. Supp. 2d 1069, 1078 (N.D. Ill. 2003), aff’d, 400 F.3d 1007, 1012 (7th Cir. 2005); Mitek Holdings, Inc. v. Arce
Circuit reaffirmed in 2000 that program interfaces necessary for achieving interoperability are unprotectable procedures under § 102(b), and has also held that a list of commands for the user interface of a computer program is unprotectable by copyright law.

It is fair to say that the First Circuit could have done a better job explaining why the Lotus command hierarchy was an unprotectable system or method of operation under § 102(b). This Section has explained that this ruling was sound and consistent with the competition and innovation policies expressed in other software copyright decisions that have construed § 102(b) as a limiting principle on the scope of copyright when compatibility issues are at stake.

C. Oracle v. Google

Google’s confidence that it could lawfully use command structures derived from the Java API was built partly on the Borland decision’s interpretation of § 102(b) and partly on the Ninth Circuit’s ruling that the Sega interface was unprotectable under § 102(b). In the twenty years since the Supreme Court punted on interpreting § 102(b) in Borland, the First Circuit’s decision has been met with mostly positive reactions in the


210. Sony Computer Entm’t, Inc. v. Connectix Corp., 203 F.3d 596, 602–03 (9th Cir. 2000).

211. Ashton-Tate Corp. v. Ross, 916 F.2d 516, 521–22 (9th Cir. 1990) (rejecting Ross’s claim of joint authorship based on having provided a list of commands for a computer program on which he and another programmer were working, and agreeing with the District Court that the list of commands was unprotectable under §102(b)).

212. See Brief of Appellee and Cross-Appellant Google Inc., Oracle Am., Inc. v. Google Inc., No. 2013-1021 at 33–52 (relying on Sega v. Accolade), 57–65 (relying on Lotus v. Borland) (Fed. Cir. 2013). Oracle sued Google in 2010 for infringing patents that Oracle claimed read onto component elements of the Android mobile phone platform and for infringing Oracle’s copyright in the Java platform, which was said to include code, specifications, documentation and other materials. Oracle Am., Inc. v. Google Inc., 750 F.3d 1339, 1347–48 (Fed. Cir. 2014). The jury ruled against Oracle’s patent claims and against its claims of copyright infringement in Java documentation; however, the jury found Google to have infringed copyright in a range by checking the subroutine and in structure of certain Java API packages (assuming that these were copyright-protectable, an issue which the District Court reserved for itself). Id. Oracle’s appeal of the copyright ruling went to the CAFC because of the patent claim in the complaint. The CAFC acknowledged that it was obliged to follow Ninth Circuit precedent. Id. at 1353. This section will show that it did not do so.
courts.213 Many have followed it,214 some have distinguished it,215 and a few have criticized or rejected it.216 The trial court in Oracle was one of the followers.217 The CAFC, on the other hand, both distinguished and criticized Borland in its decision in favor of Oracle.218

Although the facts of the Oracle case are more complicated than those in Borland, the legal question in the two cases is remarkably similar: whether a command structure designed to be implemented in computer program code is unprotectable under §102(b). In Oracle, the relevant

213. Borland had been cited 133 times as of July 6, 2015, in the Lexis database. Of these, 115 were positive citations; only 6 either distinguished or criticized the ruling. Borland has been cited at least once in every circuit.


218. Oracle Am., Inc. v. Google Inc., 750 F.3d 1339, 1364–68 (Fed. Cir. 2014). The CAFC distinguished Borland because that defendant had not literally copied any Lotus code, whereas in the CAFC’s view, Google had literally infringed Oracle code. Id. at 1365. However, it disagreed with Borland’s conclusion that creative methods of operation were ineligible for copyright protection. Id. at 1366–67. The CAFC’s decision is, in this respect, at odds with Ninth Circuit precedents. See, e.g., Bikram’s Yoga Coll. of India, L.P. v. Evolation Yoga, LLC, 803 F.3d 1032, 1035–44 (9th Cir. 2015) (recognizing that Bikram’s selection and arrangement of yoga poses and breathing exercises was creative, but rejecting its copyright claims because the poses and exercises were constituent elements of an unprotectable method or system).
command structure drew upon 37 of the 166 Java API packages that Google incorporated into Android.

Some technical background is necessary to inform the legal analysis. The Java API is tightly organized in a set of 166 “packages.” Each package identifies types of functions which specific elements of the Java API make available to programmers. The engineers who developed the Java API assigned a specific name to each package. Within each package are numerous related classes of functions. Each class consists of numerous variables and method headers (sometimes called declarations) that specify the type of subroutine to be carried out when the command for that function is invoked. The 37 Java API packages at issue in Oracle consisted of 600+ classes, and 6000+ method headers. Google believed that these classes and method headers were unprotectable elements of the Java API,

---

219. The District Court made extensive findings of fact about the Java API packages at issue. See Oracle, 872 F. Supp. 2d at 977–83. It indicated that all of the “declarative fact statements set forth in the order are factual findings.” Id. at 977 n.3.

220. For example, java.math is the package for programming arithmetic functions, whereas java.awt.font is the package for classes and interfaces for fonts. For short descriptions of the Java API packages, see https://docs.oracle.com/javase/1.5.0/docs/api/overview-summary.html [https://perma.cc/EU3L-39HA].

221. For short descriptions of the functionally related sets of classes and declarations within packages, see http://docs.oracle.com/javase/1.5.0/docs/guide/ [https://perma.cc/T9LC-G8R4].

The command structure of the Java API has a standardized format: package. Class.method. An example method header is:

```java
package java.lang;

public class Math {
    public static int max(int x, int y);
}
```

This specification identifies the Java command `java.lang.Math.max`, which calls for carrying out the mathematical operation of comparing two numbers and returning the larger of the two. The following line of code uses (or “invokes”) that method for computing the maximum of the values stored in variables `i` and `j`, storing the resulting value in variable `k`:

```java
k = java.lang.Math.max(i, j);
```

This command may be abbreviated:

```java
k = Math.max(i, j);
```

or even further abbreviated as: `max()`.
contending, as Borland had before it, that its reimplementation of these unprotectable elements in independently written code did not infringe.\textsuperscript{222}

The District Court recognized that “[t]he overall name tree [of the Java API packages] has creative elements,” but it was also “a precise command structure—a utilitarian and functional set of symbols, each to carry out a preassigned function.”\textsuperscript{223} Because of this, the court concluded that “[t]his command structure is a system or method of operation under Section 102(b) of the Copyright Act and, therefore, cannot be copyrighted.”\textsuperscript{224} It perceived its ruling to be consistent with the First Circuit’s decision that the command structure of Lotus 1-2-3 was uncopyrightable under § 102(b).\textsuperscript{225}

The District Court made a finding that compatibility considerations explained why Google had drawn upon the Java API for the Android platform: “Google believed Java application programmers would want to find the same 37 sets of functionalities in the new Android system callable by the same names as used in Java. Code already written in the Java language would, to this extent, run on Android and thus achieve a degree of interoperability.”\textsuperscript{226} Java programmers, the court noted, had written millions of lines of code using these method headers and classes, and reuse of that code on the Android platform required use of the same method headers.\textsuperscript{227} Although Google copied the exact names and functions of the Java API classes and method headers, the court noted that Google “took care to use different code to implement the six thousand-plus subroutines (methods) and six-hundred-plus classes.”\textsuperscript{228}

Oracle’s appeal found a very receptive audience in the CAFC. There were three main bases for the CAFC’s decision. One concerned the “copyrightability” issue in the case. The CAFC agreed with Oracle that the API packages at issue were protectable by copyright law under § 102(a) because Sun’s engineers had been highly creative in designing the Java API,

\begin{itemize}
\item \textsuperscript{222} Oracle, 872 F. Supp. 2d at 998.
\item \textsuperscript{223} Id. at 976–77.
\item \textsuperscript{224} Id. at 977.
\item \textsuperscript{225} Id. at 990–91. While concluding that § 102(b) provided a sound basis for its ruling in Google’s favor, the District Court proffered the merger doctrine as an alternative ground because “[a]nder the rules of Java, [the method headers] must be identical to declare a method specifying the same functionality.” Id. at 976. The merger doctrine is discussed in Part IV.
\item \textsuperscript{226} Id. at 978. The District Court also held that the names of the individual commands were unprotectable under the copyright doctrine that words and short phrases cannot be copyrighted. Id. at 997. Although I will not address this aspect of the District Court’s ruling, it is not implausible given judicial receptivity to this defense in rulings such as Southco, Inc. v. Kanepriège Corp. See 390 F.3d 276, 285 (3d Cir. 2004).
\item \textsuperscript{227} Oracle, 872 F. Supp. 2d at 1000.
\item \textsuperscript{228} Id. at 977.
\end{itemize}
including in naming and organizing the method headers and the classes of the API packages.\textsuperscript{229} Hence, copyright’s originality standard was easily met and the resulting expression was copyright-protectable. The CAFC thought that the protection conferred by § 102(a) could not be taken away by § 102(b).\textsuperscript{230} As in Whelan, the CAFC perceived § 102(b) to be a restatement of the idea/expression distinction, which had no pertinence in a case involving a highly detailed structure, such as the Java API packages.\textsuperscript{231}

However, the CAFC did not correctly understand the copyrightability issue in the case. Courts use that term in three different ways: sometimes they use it to indicate that a particular work is (or is not) proper subject matter for copyright protection (e.g., a literary work),\textsuperscript{232} sometimes to indicate that the originality and fixation requirements have (or have not) been met as to a particular work,\textsuperscript{233} and sometimes to indicate that the aspect of a work that the defendant copied was outside the scope of copyright protection available to that work.\textsuperscript{234}

The CAFC seems to have regarded the District Court as having used the term in the first or second sense, which explains why it regarded Google’s § 102(b) defense as calling into question the copyrightability of all program code.\textsuperscript{235} However, the District Court in Oracle, like the First Circuit in Borland, used the term “copyrightability” in the third sense of the term. The District Court did not question the copyrightability of the work at issue in the case, namely, the Java Special Edition 5.0 document from which Google drew the 37 API packages.\textsuperscript{236} Rather, the District Court understood Oracle to be claiming that Google’s use of the 6000+ method headers constituted a

\begin{footnotesize}
\begin{enumerate}
\item \textsuperscript{229} Oracle Am., Inc. v. Google Inc., 750 F.3d 1339, 1356 (Fed. Cir. 2014).
\item \textsuperscript{230} Id. at 1556–57.
\item \textsuperscript{231} Id. at 1367–68.
\item \textsuperscript{232} See, e.g., Kelley v. City of Chicago, 635 F.3d 290, 306 (7th Cir. 2011) (gardens not copyrightable subject matter).
\item \textsuperscript{233} See, e.g., Feist Publ’ns, Inc. v. Rural Tel. Serv. Co., 499 U.S. 340, 362–63 (white pages listings of telephone directories are uncopyrightable because they lack sufficient originality to support copyright).
\item \textsuperscript{234} Lotus Dev. Corp. v. Borland Int’l, Inc., 49 F.3d 807, 815 (1st Cir. 1995), aff’d by an equally divided Court, 516 U.S. 233 (1996) (considering whether the Lotus command hierarchy was “copyrightable” part of the Lotus program).
\item \textsuperscript{235} Oracle Am., Inc. v. Google Inc., 750 F.3d 1339, 1379–81 (Fed. Cir. 2014).
\item \textsuperscript{236} The work of authorship at issue in Oracle was not, in fact, a computer program, as the CAFC opinion seems to imply, id. at 1355–56, but was a textual document entitled Java Special Edition 5.0, which sets forth the component parts of the Java API. Oracle Am., Inc. v. Google Inc., 872 F. Supp. 2d 974, 979 (N.D. Cal. 2012). The Java Platform Special Edition document sets forth the specification of the Java API as well as providing other pertinent Java platform information. The current version of this document can be found at https://docs.oracle.com/javase/8/ [https://perma.cc/4AUB-JAVN]. This document can be downloaded for free from a public website.
\end{enumerate}
\end{footnotesize}
non-literal infringement of that document. The District Court understood the Oracle case to present a scope of protection issue, that is, whether the command structure of these method headers was protectable by copyright law.

Second, the CAFC accepted Oracle’s claim on appeal that Google literally copied 7000 lines of Oracle source code, as well as nonliterally copied the SSO of the Java API classes. However, this directly contradicted the District Court’s factual finding that there was no literal copying of program code. “[A]ll agreed,” it said, “that Google had not literally copied the software but had instead come up with its own implementations of the 37 API packages.” The CAFC did not understand that the API elements that Google used in Android were not in themselves software; they were specifications that identified functions that the program was designed to perform. In order to write programs to implement these functions in accordance with rules set forth in the Java API, the source code must include the API method headers (or declarations); those method headers, however, do not become part of the executable code. The CAFC’s misperception about the literal or nonliteral copying issue reinforced its conception that Google’s defense would undermine software copyright protection.

Third, the CAFC disagreed strongly with the District Court about Google’s compatibility defense. The CAFC categorically denied that the case law had recognized a “compatibility exception” to copyrightability of program APIs. Echoing Franklin, the CAFC characterized compatibility “as a commercial and competitive objective,” which had no bearing on

237. Id. at 975 (all agreed that Google had not literally copied Oracle software).
238. Id. at 975–76.
239. Oracle, 750 F.3d at 1361. Oracle should not have been able to change its theory of the facts on appeal to make Google’s defense seem weaker. Had the Supreme Court taken the case, Oracle should have been treated as a nonliteral infringement case, not a literal copying case.
240. Oracle, 872 F. Supp. 2d at 975. Under the Supreme Court’s recent decision in Teva Pharm. v. Sandoz, 574 U.S. ___ , 135 S. Ct. 831 (2015), the CAFC should have deferred to lower court findings of fact and reversed them only when the findings were clearly in error.
241. Like the District Court in Oracle, one post-Oracle decision has distinguished declaring code (i.e., method headers), the function of which was to call for the performance of a particular function, and implementing code, the function of which was to be the object code to carry out that function. SAS Inst., Inc. v. World Programming Ltd., 64 F. Supp. 3d 755, 777 (E.D.N.C. 2014).
242. Oracle, 750 F.3d at 1368–71. Yet, in Atari Games, the CAFC intimated that no infringement might have been found if AG had copied only what was necessary for interoperability. 975 F.2d 832, 844–45 (Fed. Cir. 1992).
In addition, it perceived no evidence that the design of the Java API packages were constrained by “compatibility requirements” of pre-existing programs, the only constraints it thought might have significance. The CAFC was also skeptical of the defense, saying “Google designed Android so that it would not be compatible with the Java platform,” thereby defeating the Java goal of allowing programmers to “write once, [code that will] run everywhere.” This frontal attack, not only on Google’s compatibility defense in Oracle, but on compatibility defenses in software copyright cases, requires a more elaborate response.

D. THE IMPLICATIONS OF § 102(b) FOR COMPATIBILITY DEFENSES

The functionality of computer program APIs is unquestionable insofar as programs can interoperate with existing programs only if they conform to the interface procedures that existing programs have adopted. This explains why the Ninth Circuit has twice unequivocally affirmed that APIs, insofar as they constitute the functional requirements for achieving compatibility with other programs, are unprotectable procedures under § 102(b). The Ninth Circuit has thus recognized in these and subsequent cases that § 102(b) is more than merely a restatement of the idea/expression distinction, a proposition that the CAFC refused to accept in its Oracle decision. For more than two decades, courts have consistently followed the rulings in Sega and Altai that program interfaces necessary for interoperability are unprotectable by copyright law, making the CAFC’s Oracle decision an outlier. Although the CAFC recognized in Oracle that it

244. Id.
245. Id.
246. Id. at 1348.
248. See also Bikram’s Yoga, 803 F.3d at 1041 (“That the sequence may possess many constituent parts does not transform it into a proper subject matter of copyright protection. Virtually any process or system could be dissected in a similar fashion.”). Defendants in the Oracle, Cisco v. Arista and Synopsys v. ATopTech cases tried to persuade the Ninth Circuit to amend its Bikram’s Yoga decision to clarify that the CAFC has misunderstood Ninth Circuit law concerning § 102(b). See Motion for Leave to File Brief Amici Curiae of Google Inc., Arista Networks, & ATopTech, Inc., and Brief Amicus Curiae of Google Inc., Arista Networks, & ATopTech, Inc., at 3–12, Bikram’s Yoga Coll. of India, L.P. v. Evolution Yoga, LLC, 803 F.3d 1032 (2015) (No. 13-55763).
249. See Oracle, 750 F.3d at 1365–67. The CAFC has previously recognized that § 102(b) has broader significance. See Hutchins v. Zoll Med. Corp., 492 F.3d 1377, 1383 (Fed. Cir. 2007) (“Copyright protection does not extend to the methods that are performed with program guidance.”).
250. See infra text accompanying notes 259–64 for a review of those cases.
should apply Ninth Circuit case law, and even purported to do so, its ruling is at odds with Ninth Circuit precedents. Because the Supreme Court decided not to review the CAFC ruling, software developers now face an uncertain future when they raise compatibility defenses.

The CAFC’s Oracle decision is most worrisome in its outright repudiation of software compatibility defenses, its resurrection of the anti-compatibility Franklin dictum, and its refusal to acknowledge that the Ninth Circuit in Sega and Connectix treated program interfaces as unprotectable procedures under § 102(b). As amicus curiae briefs of computer scientists, software companies, industry associations, and public interest groups filed in support of Google’s petition for certiorari attest, freedom to reuse APIs, insofar as they are necessary for interoperability, promotes healthy competition and ongoing innovation in the software industry. More than two decades of copyright rulings have endorsed this freedom, and the software industry has flourished under this legal regime. While one can hope that courts in the future will reject the CAFC’s analysis in Oracle, or distinguish Oracle from other compatibility cases, that decision has

---

251. Oracle, 750 F.3d at 1353. Oracle’s appeal of the District Court’s copyright ruling went to the CAFC, instead of the Ninth Circuit, because Oracle had alleged patent, as well as copyright, infringement. Id.

252. See 2 PAUL GOLDSTEIN, GOLDSTEIN ON COPYRIGHT, § 2.15.2.1 (3d ed. 2005 & Supp. 2016) (arguing CAFC purported to follow Ninth Circuit law in Oracle). The CAFC disingenuously interpreted Sega as having considered compatibility as a factor in fair use analysis, choosing to ignore the court’s unequivocal statements about interface procedures being excluded from copyright under § 102(b). See Oracle, 750 F.3d at 1369–70. The CAFC said that compatibility could be considered in connection with Google’s fair use defense on remand. Id. at 1372–77. In rejecting the District Court’s copyrightability ruling, the CAFC relied on its decision in Atari Games Corp. v. Nintendo of Am., Inc., 897 F.2d 1572 (Fed. Cir. 1990) (also rejecting a software compatibility defense), which the CAFC regards as a correct interpretation of Ninth Circuit law. Oracle, 750 F.3d at 1353–61.


254. At risk are compatibility defenses in the Cisco v. Arista and Synopsys v. AT&T Tech cases because the plaintiffs included a patent claim in the case, meaning any appeal will go to the CAFC. See supra note 30.


257. The only post-Oracle decision to address the substance of the CAFC’s ruling so far was SAS Inst., Inc. v. World Programming Ltd., 64 F. Supp. 3d 755, 777 (E.D.N.C. 2014). SAS argued that the CAFC’s ruling undermined WPL’s compatibility defense. WPL developed software that emulated the functionality of the SAS statistical analysis program so that users of the SAS program could switch to its program and still reuse the
reopened a longstanding debate about the scope of copyright in computer programs, about the implications of § 102(b), as well as about compatibility defenses. The CAFC would shunt compatibility considerations away from § 102(b) and merger defenses, leaving them to the case-by-case vagaries of fair use.258

Before attempting to grapple with the different perspectives in the District Court and CAFC’s interpretations of Google’s compatibility and § 102(b) defenses, it is useful to recognize that several different types of interoperability issues have arisen in prior cases.

1. Competing Applications’ Compatibility with the Same Operating Systems: In Altai, the litigants were competitors in the market for scheduling programs designed to interoperate with IBM operating system programs.259 Similarities in the parameter lists for these programs were largely due to the need to conform to IBM’s interface procedures.

2. Unlicensed Application Developer Compatibility with a Popular Platform: In Sega, Accolade wanted to adapt an existing videogame program so it would run on the Sega Genesis platform.260

3. Emulation Software to Enable Applications Developed for a Popular Platform to Run on an Alternative Platform: Connectix developed a program to emulate the functionality of the Sony PlayStation platform, so that games developed for that platform could be played on the defendant’s virtual machine.261

4. Emulation of a Feature to Enable Prospective Customers’ Mini-Programs Created in One Program to Run on a Competing Program: scripts (mini-programs) they had constructed in the SAS language. The court distinguished the CAFC’s ruling, saying that WPL had only used the SAS language, which under the Oracle decision, all were free to use. Id. at 776–78.

258. See Oracle, 750 F.3d at 1371–77. The CAFC remanded the case for retrial on the fair use issue. Id. at 1376–77. See infra notes 363, 455 and accompanying text for a discussion of compatibility issues in the context of fair use.


260. Sega Enters. Ltd. v. Accolade, Inc., 977 F.2d 1510, 1514–15 (9th Cir. 1992). Similar to Sega was Atari Games Corp. v. Nintendo of Am., Inc., 975 F.2d 832 (Fed. Cir. 1992). Like Accolade, Atari Games (AG) sought to develop videogames that would run on a popular platform. Id. at 836–37. The CAFC rejected AG’s interoperability defense because AG had copied more from Nintendo’s program than was necessary to achieve interoperability. Id. at 845.

261. Sony Comput. Entm’t, Inc. v. Connectix Corp., 203 F.3d 596 (9th Cir. 2000). Connectix was like Franklin, except that Connectix reimplemented the interface in non-infringing code instead of copying the platform code bit for bit, as Franklin had. Id. at 601.
Borland created an emulation user interface to enable interoperability with user-created macros.262

5. Development of a New Operating System to Enable Continued Use of an Application Program: In Bateman v. Mnemonics, Inc., the defendants had to develop their own operating system to interoperate with an application program they had developed for their business before Bateman terminated their license to use his OS to run the application.263

6. Reuse of Software to Achieve Compatibility with Hardware: In Lexmark, Static Control developed chips loaded with a copy of a Lexmark program so that Lexmark’s competitors could make printer cartridges that would successfully interoperate with Lexmark printers.264

Despite the factual and contextual differences among these cases, the courts in each held that the interfaces necessary for achieving technical interoperability were unprotectable elements of copyrighted software. The CAFC in Oracle, however, refused to acknowledge this.265 These six types of technical compatibility cases might seem to suggest that APIs, by their nature, should be considered unprotectable elements of computer programs. The District Court in Oracle did not interpret these precedents so broadly; indeed, it rejected Google’s legal argument to this effect earlier in the case.266 The District Court regarded its holding as a narrow one: the Java API elements at issue in Oracle were unprotectable methods or systems

262. Lotus Dev. Corp. v. Borland Int’l, Inc., 49 F.3d 807, 810 (1st Cir. 1995). Similar to Borland was SAS Inst., Inc. v. World Programming Ltd., 2013 EWCA Civ. 1482 (UK Ct. Ap. 2013) (not infringement to emulate the interface and functionality of SAS software to enable users to port over to another platform the mini-programs they had constructed in the SAS language). See also S & S v. WPL, 64 F. Supp. 3d at 775–78; Bay State Tech., Inc. v. Bentley Sys., Inc., 946 F. Supp. 1079, 1088 (D. Mass. 1996) (not infringement for CAD software competitor to develop data translator software to allow files created in plaintiff’s program to be “read” in the defendant’s program).

263. Bateman v. Mnemonics, Inc., 79 F.3d 1532, 1536–40 (11th Cir. 1996). The defendants reverse-engineered Bateman’s OS to discern elements needed to achieve compatibility, which they claimed required copying of some literal code. Id. at 1539 n.18, 1545.

264. Lexmark Int’l, Inc. v. Static Control Components, 387 F.3d 522, 530–31 (6th Cir. 2004); see also Secure Services, 722 F. Supp. at 1356–64 (not infringement to reimplement competitor’s variation of a standard protocol so new entrant could sell interoperable secure fax machines to the U.S. government and its contractors), NEC Corp. v. Intel Corp., 10 U.S.P.Q.2d 1177, 1188 (N.D. Cal. 1989) (rejecting Intel’s claim of infringement of microcode that was necessary to enable NEC’s hardware to be compatible with Intel’s hardware). But see Compaq v. Procomm, 908 F. Supp. 1409 (S.D. Tex. 1995) (parameters and their sequence not protectable, but preliminary injunction issued because defendant copied more than was necessary to achieve compatibility with Compaq hard drives).

265. Oracle, 750 F.3d at 1370–71.

under § 102(b). The law is unsettled as to whether all interfaces, APIs, and command structures should be treated the same. The terms “interface,” “APIs,” and “interoperability” unfortunately do not have fixed and unalterable meanings.

The District Court regarded Google’s interest in enabling technical compatibility of Java programs with the Android platform as a legitimate explanation for Google’s use of the Java API packages. It observed, for instance, that “millions of lines of code had been written in Java before Android arrived,” and all of them had “necessarily used the java.package.Class.method( ) command format.” These programs had been developed and were owned by firms other than Google.

In order for at least some of this code to run on Android, Google was required to provide the same java.package.Class.method( ) command system using the same names with the same ‘taxonomy’ and with the same functional specifications.

Hence, it was not just Google that was interested in enabling Java programs to run on Android; the developers of existing programs would want them to run (or be easily adapted to run) on Android too. The District Court found that Google had used “what was necessary to achieve a degree of interoperability—but no more, taking care, as said before, to provide its own implementations.” In this respect, the District Court thought Oracle was analogous to the Sega and Connectix cases. Connectix seemed especially relevant because that defendant, like Google, had achieved only partial interoperability.

The CAFC directly challenged Google’s interoperability claim, saying, “Google designed Android so that it would not be compatible with the Java
platform.”  

There was, in its view, “no evidence in the record that any [fully Java-compatible] app [running on Android] exists and [the trial court] points to no Java apps that either pre-dated or post-dated Android that could run on the Android platform.”  

The CAFC should, however, have either deferred to the District Court’s factual finding that millions of lines of Java code could run on Android, even if that court did not identify specific programs, or have sent the case back to the District Court for further proceedings to develop a fuller record about compatibility issues.

The CAFC asserted that Google adopted the 37 API packages for Android “to capitalize on the fact that software developers were already trained and experienced in using the Java API packages at issue.” That is, Google’s use of Java API method headers would make it easier for Google to attract Java developers to create apps for the Android platform. The CAFC seemed to perceive this as unfair free-riding because it would “accelerate[e]” Google’s development process “by ‘leverag[ing] Java for its existing base of developers.”

The CAFC may also have been swayed by the existence of a licensing program that Oracle (and its predecessor Sun) had established to ensure that Java compatibility goals would be maintained, which Google arguably bypassed by using Java packages in Android without a license. Oracle claimed that Google’s success with Android had “fragment[ed]” Java, defeating its purpose, and thwarting Oracle’s ability to develop its own mobile platform.

---

276. Id.  
277. See supra note 240 (concerning the deference issue). The CAFC was incorrect in asserting that no pre-existing Java programs can run on the Android platform.
278. Oracle, 750 F.3d at 1371. The CAFC also rejected Google’s argument that the Java API command structure had become unprotectable because it was an industry standard. Id. at 1372. Google had made this claim below, but failed to present evidence to support it. Oracle, 872 F. Supp. 2d at 999 n.9.
279. Oracle, 750 F.3d at 1371.
280. See id. at 1350. Google had negotiated with Sun for a time to license the Java technology, but thought it did not need a license to use only parts of the API and not the suite of Java technologies that Sun licensed to some developers. The failure to license the API did not cut against Accolade in Sega. See 977 F.2d 1510, 1514 (9th Cir. 1992).
281. These points were heavily emphasized in Oracle’s brief to the CAFC. See Opening Brief and Addendum of Plaintiff-Appellant [hereinafter Opening Brief] at 13–29, 51–55, Oracle, 750 F.3d 1339 (No. 13-1021), 2013 WL 518611. Sun had, in fact, developed Java Micro Edition platforms for mobile devices that were not fully compatible with the Java language specification. Java MEs have been used on a large number of mobile devices. These platforms did not achieve as much success as Android, in part because of their use of “draconian” security measures and putting interests of telco carriers above interests of users. See Matthew Powell, Why did Nokia fail to compete with Samsung, Apple etc., despite being the giant of the mobile phone industry?, QUORA (Feb. 15, 2015),
Let us accept that Google’s motivation in adopting those 37 Java API packages was, in no small part, to facilitate a kind of human interoperability. Oracle has estimated that there are roughly nine million Java programmers in the world. All have made significant investments in learning the rules and syntax of Java, as well as in using the method headers and classes of Java API packages, and implementing the Java API in programs that run on a wide variety of machines to accomplish a wide range of tasks. They are familiar with Java commands and command structures. When they write code, they express themselves with Java commands. If Judge Boudin was right to consider user investments in learning the Lotus command structure and constructing macros in the Lotus language as supporting Borland’s right to reimplement the Lotus command hierarchy in QP, other courts should be receptive to user investments in learning to use Java as a consideration that weighs in favor of limiting the scope of copyright in cases such as Oracle.

It is understandable that Java programmers want to reuse command names to identify specific functions that their programs are designed to perform. Naming commands is difficult because

> [e]ach name must succinctly and intuitively capture the role and function of the concept being named. Because programs use more names than can be reasonably remembered, the names must be systematized to be easy to reconstruct and interpret later. This, in turn, will affect how easily you or others can understand, fix, and extend that same code months or years later. As a result, bad names create buggy code, and good names can deliver tremendous boosts to team productivity.  

The Java API systematized names in a very efficient way, which is why the language and the API has been so widely used. The creators of Java can,


283. See supra text accompanying notes 205–208; see also John Bergmayer, Compatibility is About Competition, Too, PUBLIC KNOWLEDGE (Feb. 26, 2015), https://www.publicknowledge.org/news-blog/compatibility-is-about-competition-too [https://perma.cc/Z9FY-J943] (“It’s about allowing developers to make the most of their skills and their code, not about Android trying to take something away from Oracle’s version of Java.”).

of course, take some credit for this success, but they cannot take all of it, just as they cannot claim ownership over consumer choice and investment in determining the popularity of any given product.285

Oracle contended that Google could have used different names for method headers for specific functions in support of its claim that Google did not have to copy the method headers that Sun’s engineers developed.286 In effect, Oracle was arguing that Google should have forced Java programmers to learn a new dialect of Java to write apps for the Android platform. Yet, had Google developed a new Java dialect, Google would have confused Java programmers who would have had to relearn to program in Java in a different way for Android than for other devices. This would have caused a much more serious fragmentation of Java than Google caused by adopting only 37 of the Java packages instead of all of them. So if Oracle really valued the integrity of Java, it would not have wanted Google to develop alternative method headers in the Java language.

The best way to have avoided the fragmentation of Java, of which Oracle complained, would have been for Google to adopt all 166 of the API packages instead of just 37 of them. Had Google adopted all 166 packages, a more complete interoperability of Java programs on Android would presumably have been achieved. It would also have made the Oracle case more like Sega.

The Java API may be a much more complex procedure than the Genesis interface at issue in Sega, but the complexity of a procedure does not change its essential character. Under Ninth Circuit precedents,287 the Java API and its constituent parts would be unprotectable under § 102(b) insofar as its use was needed to achieve interoperability, as the District Court in Oracle held.288

286. See Opening Brief, supra note 281, at 32–33, 51–52.
288. Oracle, 872 F. Supp. 2d at 997–1000; see Atari Games Corp. v. Nintendo of Am., Inc., 897 F.2d 1572, 1575 (Fed. Cir. 1990) (“When the questions on appeal involve law and precedent on subjects not exclusively assigned to the Federal Circuit, the court applies the law which would be applied by the regional circuit.”) (quoted in Oracle, 750 F.3d at 1353). Yet, the CAFC cited to its opinions in Atari Games ten times as the most relevant “Ninth Circuit” precedents. It cited the Apple v. Microsoft decision only once for a minor point, even though that decision is the Ninth Circuit’s principal software copyright decision. The Ninth Circuit has cited the Atari Games decision only twice in passing in the last decade in the Westlaw database, whereas it has cited Apple v. Microsoft eighty-one times.
Even if the Java API as a whole might be an unprotectable system, method, or procedure under Ninth Circuit precedents, it is unclear whether or why the structure of 37 of the Java API packages should be regarded as constituting a system or method of operation. The District Court did not explain why a subset of the API should be regarded as a system or method as well.

Yet, if we accept that the Java API as a whole was an unprotectable system or procedure, it would be logical to conclude that its constituent parts should be unprotectable as well. The Ninth Circuit did not treat Connectix’s partial implementation of the Sony PlayStation interface as any less of a procedure than in Sega. Consider also that a second comer would be free to copy 6000 items from an uncopyrightable compilation of 60,000 white pages listings of a telephone directory. Baker did not copy Selden’s forms exactly, but rather adapted the forms so that it would be easier for accountants to enter data on an ongoing basis. Baker thus used some of the Selden system in his forms, but he did not become an infringer for not using all of it. Consider further that Android is a special purpose platform for mobile devices, a type of platform that was not in contemplation when Java was developed. The success of Java has mainly been achieved with server-side systems and large-scale enterprise software that can run on multiple machines. It stands to reason that a special purpose platform for mobile devices would need to have some of the same, but also some different, functionalities that its API would need to accommodate. This could explain why Google used only some, but not all, of the Java API packages. Even if avoiding fragmentation of Java was a commercial and competitive objective for Oracle, that consideration has no bearing on whether the Java API packages were unprotectable under § 102(b).

Until the Oracle decision, the law was settled that program interfaces necessary to achieving interoperability among programs or with hardware were unprotectable by copyright law because of their inherent functionality. The Oracle decision incorrectly interpreted Ninth Circuit precedents, including the significance of § 102(b) in cases involving program APIs. Healthy competition and innovation in the software industry has depended for decades on the ability of second comers to build new programs that

---

289. See Connectix, 203 F.3d at 599, 609 (noting lack of full compatibility), 602–03, 607 (Sony interface held to be § 102(b) procedure); see also Google Appellee Brief, supra note 212, at 37 (noting that Connectix had used 137 of 242 elements of the Sony PlayStation interface).


291. It is common for technologists to tinker with existing technologies and adapt them to different uses than their manufacturers intended. Considerable innovation has occurred from these adaptations. See generally ERIC VON HIPPEL, DEMOCRATIZING INNOVATION (2005).
interoperate with older ones, even when the initial developer of the API at issue has not consented to this use.

IV. FUNCTIONALITY AND EXPRESSION SOMETIMES MERGE IN SOFTWARE CASES

Copyright law has long recognized that when there is only one or a small number of ways to express an idea or function, copyright protection will be withheld to any expression that has merged with the idea or function.292 Software APIs necessary for achieving interoperability are among the computer program innovations in which function and expression effectively merge. APIs specify a system of rules and procedures to which other programs must strictly conform in order to attain compatibility with an existing program. The fact that software engineers might ex ante have had numerous choices in how to design an API does not make the API copyrightable because that API significantly constrains design choices of subsequent programmers.

Section A discusses the origins and scope of copyright’s merger doctrine. Section B considers the role of the merger doctrine in architectural work and software cases. Section C reviews software copyright cases in which a first programmer’s design choices constrained the design choices of subsequent programmers, particularly when reuse of an API is necessary to achieving interoperability. Section D recognizes that on some occasions, function and expression may merge as to program code. Section E identifies several errors in the CAFC’s interpretation of the merger doctrine in its Oracle decision.

A. ORIGINS OF THE MERGER DOCTRINE

The challenge of distinguishing expression and functionality in copyrighted works has been with U.S. copyright law for a very long time. The Supreme Court first addressed the issue in Baker when holding that Selden’s copyright extended to his explanation of his bookkeeping system, not to the bookkeeping system itself.293 The Court characterized Selden’s

292. See infra text accompanying notes 293–301; see also Pamela Samuelson, Reconceptualizing Copyright’s Merger Doctrine, 63 J. COP. SOC’Y U.S.A. 417, 417 (2016).
293. 101 U.S. 99, 101 (1879). Baker is best understood as holding that systems, methods of operation, and other useful arts are excluded from the scope of copyright protection, a doctrine that is now codified in § 102(b). See Samuelson, Why Copyright Excludes Systems, supra note 124, at 1931–42 (explaining Baker and its progeny on this point). Contrary to common perception, Baker is not the source, or even as a classic statement, of the idea/expression distinction, although many courts characterize in this way. See id. at 1924–36 (explaining that the exclusion of ideas from the scope of copyright predated Baker and was not at issue in that case).
forms as “necessary incidents” to this useful art, and since practicing that system required use of Selden’s forms, the forms were uncopyrightable as well.\textsuperscript{294}

Courts and commentators often point to the “necessary incidents” language when speaking of \textit{Baker} as having originated copyright’s merger doctrine.\textsuperscript{295} The selection and arrangement of columns and headings in Selden’s forms had, in this conception of \textit{Baker}, in effect, merged with the system and the method of operation that Selden anticipated accountants would carry out when using the forms.\textsuperscript{296}

After \textit{Baker}, courts in the U.S. have mainly struggled with the problem of the separability or merger of functionality and expression when deciding whether pictorial, graphic, or sculptural (PGS) works are protectable by copyright law.\textsuperscript{297} The 1976 Act allows PGS works to be copyrighted insofar as they embody original expression that “merely [] portray[s] the appearance of [an] article or [] convey[s] information.”\textsuperscript{298} If such works have “an intrinsic utilitarian function” that goes beyond portraying an appearance or conveying information, they are disqualified from U.S. copyright protection.\textsuperscript{299} If the design of a PGS work “incorporates pictorial, graphic, or sculptural features that can be identified separately from and are

\textsuperscript{294}. \textit{Baker}, 101 U.S. at 103. The Nimmer treatise has asserted that Baker’s forms did not infringe because they differed in some respects from the Selden forms. \textit{Nimmer on Copyright}, supra note 10, at § 2.18[B][1]. The relevant forms can be found in Samuelson, \textit{Baker v. Selden}, supra note 155, at 170–71. The logic of the Court’s decision, however, supports the view that exact copying of the forms would not infringe. \textit{See}, e.g., \textit{Benjamin Kaplan, An Unhurried View of Copyright} 63–64 (1966); \textit{Horace G. Ball, The Law of Copyright and Literary Property} 111–12, 125–28 (1944) (discussing \textit{Baker} and its progeny as precedents for the unprotectability of systems of business, plans of instruction, or methods of practicing an art or playing a game); \textit{Arthur W. Weil, American Copyright Law} 193–94 (1917) (citing \textit{Baker} and its progeny as precluding copyright protection for plans, methods, and arts).

\textsuperscript{295}. Among the many cases that cite to \textit{Baker} as the origin of the merger doctrine is Arica Inst. v. Palmer, 970 F.2d 1067, 1076 (2d Cir. 1992). The Nimmer treatise is among the many sources that so credit \textit{Baker}. \textit{Nimmer on Copyright}, supra note 10, at §2.18. I have elsewhere argued that \textit{Baker} did not, in fact, give birth to the merger doctrine, but rather to the exclusion of procedures, processes, systems, and methods of operation now codified in §102(b). \textit{See} Samuelson, \textit{Reconceptualizing Merger}, supra note 292, at 419–22. In numerous cases, merger and §102(b) defenses have been treated interchangeably. \textit{See id.} at 451–53.

\textsuperscript{296}. \textit{See}, e.g., Burk, supra note 206, at 591 (Selden’s “accounting forms were the only way to express the accounting system [so] that the idea and expression had merged.”).

\textsuperscript{297}. \textit{See}, e.g., Kieselstein-Cord v. Accessories by Pearl, Inc., 632 F.2d 989 (2d Cir. 1980) (separable expression in belt jewelry); Carol Barnhart Inc. v. Economy Cover Corp., 773 F.2d 411 (2d Cir. 1985) (no separable expression in mannequin).

\textsuperscript{298}. 17 U.S.C. § 101 (definition of “useful article”).

\textsuperscript{299}. \textit{Id.} (definition of “useful article”).
capable of existing independently of, the utilitarian aspects," then the work is copyrightable. If functionality and expression are inseparable (i.e., merged), then no matter how creative its design, the PGS work is unprotectable by copyright law.

*Mazer v. Stein* is a classic copyright case in which expression and functionality were separable. Stein’s statuette of a Balinese dancer was eligible for copyright protection because the statuette was a work of art that existed independently from the lamp. It did not matter that the statuette was being commercially exploited as the base for Stein’s lamps because the lamp did not function any better or worse for having the statuette as its base. Jewelry, fabric designs, and dolls are among the other types of intellectual creations that, having satisfied the separability criterion, enjoy copyright protection.

The overall design of a chair or automobile, by contrast, may well have an aesthetic character, but any expressive aspects of these creations cannot be separated from (that is, they are merged with) their utilitarian functions. The merger of functionality and expression in chairs, automobiles, and other useful articles results in no copyright protection whatsoever in the U.S. Moreover, to ensure that copyrights in technical drawings or depictions of functional creations do not indirectly undermine the no-copyright-for-functionality rule, the 1976 Act and case law clarify that any copyright in the drawing does not extend protection to the technical content or functional creations depicted therein.

---

300. Id. (definition of PGS works).
301. See, e.g., Burk, supra note 206, at 591 (characterizing the useful article/PGS rule as a kind of merger doctrine).
303. See id. at 215–18.
304. See, e.g., Kieselstein-Cord v. Accessories by Pearl, Inc., 632 F.2d 989, 993 (2d Cir. 1980) (finding that the conceptually separable artistic elements of belt buckles are copyrightable).
305. See H.R. Rep. No. 94-1476, at 55 (1976) (giving numerous examples of designs of useful articles which, even if original, are unprotectable under U.S. copyright law).
306. See, e.g., Brandir Int’l, Inc. v. Cascade Pacific Lumber Co., 834 F.2d 1142, 1147 (2d Cir. 1987) (ribbon design for bicycle rack held unprotectable by copyright law as useful article lacking separable expression).
B. THE ROLE OF THE MERGER DOCTRINE IN ARCHITECTURAL WORK AND SOFTWARE CASES

Congress has created two limited exceptions to the no-copyright-for-functional-creations rule: one for computer programs and another for architectural works.\(^{308}\) By designating programs and architecture as copyrightable subject matters, Congress did not jettison the longstanding rule that copyright does not protect functionality. Instead, it shifted the problem of assessing whether expression and functionality are separable or merged so that the question is, generally speaking, no longer about eligibility for copyright protection,\(^ {309}\) but rather about assessing the proper scope of protection for such works.

The courts have explicitly recognized the relevance of the merger doctrine as a limit on the scope of copyright protection for functional design elements of architectural works. In \textit{Zalewski v. Cicero Builder Dev., Inc.}, for example, the Second Circuit recognized that efficiency considerations may significantly constrain the design of buildings, as well as computer programs, and adapted the filtration factors first articulated in \textit{Altai} to apply in architectural work cases.\(^ {310}\) To the extent that “design elements [are] attributable to building codes, topography, structures that already exist on the construction site, or engineering necessity[,] they] should therefore get no protection.”\(^ {311}\) The court observed that methods of construction and good engineering practices were likewise unprotectable by copyright.\(^ {312}\) It further noted that “functional aspects of a work are governed by patent law, not copyright law.”\(^ {313}\) Zalewski’s infringement claim failed because “[t]here are only so many ways to arrange four bedrooms upstairs and a kitchen,

\(^{308}\) See supra note 2 (discussing the Congressional decision to extend copyright protection to programs). Congress added architectural works to copyright subject matter in 1990. Copyright Improvements Act of 1990, Pub. L. No. 101-650, Tit. VII, 104 Stat. 5133 (codified in various sections of 17 U.S.C.). Copyright Office regulations state that structures, such as “bridges, cloverleafs, dams, walkways, tents, recreational vehicles, mobile homes and boats,” are ineligible for copyright protection. 37 C.F.R. § 202.11(d). Functionality predominates over aesthetics in the design of these structures.

\(^{309}\) On rare occasions, merger of function and expression may preclude copyright protection for some program code. See infra notes 318–319 and accompanying text.

\(^{310}\) Zalewski v. Cicero Builder Dev., Inc., 754 F.3d 95, 105 (2d Cir. 2014) (citing and quoting from \textit{Altai}).

\(^{311}\) Id.

\(^{312}\) Id. at 105–06.

\(^{313}\) Id. at 106 n.19.
dining room, living room, and study downstairs” for colonial style homes.\(^{314}\)

Copyright protection in an architectural work extends to the aesthetic design of a building’s exterior and interior, but not to utilitarian features such as the layout of electrical, heating, or plumbing infrastructures.\(^{315}\) There may, ex ante, be many different ways to design the wiring, heating or plumbing systems in a building, but no court would be confused into thinking that a particular layout was protectable expression in the copyrighted building. Those systems lie outside the scope of copyright in any drawing of the building or in the building itself, no matter how much creative effort went into the designs for these systems and no matter how many design choices the architect might have had at the outset. These are functional elements of the architectural design because any creativity in the layout of wires, heating, or plumbing systems is too interconnected with functionality to be part of the expression of copyrighted building.\(^{316}\)

It would be a doctrinal advance in copyright law if courts articulated a function/expression merger doctrine, as such, in computer program cases.\(^{317}\) The *Altai* decision came close to doing this when the Second Circuit asserted that the merger doctrine precluded copyright protection for efficient design elements of programs.\(^{318}\) A computer program function/expression merger doctrine could supplement the function/expression merger rule that disqualifies many aesthetic designs of articles of manufacture from copyright protection.\(^{319}\) It would also complement the fact/expression merger doctrine recognized in recent

---

314. *Id.*, at 107. Note that the court did not invalidate Zalewski’s copyright, but regarded the scope of that copyright as sufficiently thin that Cicero did not infringe. *Id.* at 106.

315. See, e.g., *Copyright Claims in Architectural Works, Copyright Office Circular 41*, at 1–2 (The scope of copyright in copyrighted buildings does not extend to standard configurations of spaces and individual elements such as doors and windows, or “functional elements whose design or placement is dictated by utilitarian concerns.”).

316. The existence of alternative ways to achieve the same functionality is routinely disclosed in utility patents which differentiate the claimed invention from the prior art. *See infra* notes 335–37 and accompanying text.


319. *See supra* text accompanying notes 298–307. While usually called the separability doctrine, it effectively is a merger doctrine because the opposite of separable is merged.
cases. Merger of ideas and expressions is, as it happens, just one type of merger that courts should (and do) recognize.

Given that programs are utilitarian works that courts often say should enjoy only a thin scope of copyright protection, it is curious that courts have rarely articulated or applied a function/expression merger doctrine, as such, in software infringement cases. Courts’ reluctance to do this may stem from the misleading nature of the literary work metaphor that so often pervades copyright discourse about computer programs. This metaphor obscures the deeply functional nature of programs, which have a higher quantum of utilitarian elements as compared with conventional literary works such as novels and plays. While it may sometimes be difficult to distinguish the ideas and the expressions in conventional literary works, there is generally no need to try to separate literary expressions in these works from functionalities because they generally have none.

Computer programs, by contrast, are virtual machines, “machines . . . that have been constructed in the medium of text.” This characterization of programs is not just a metaphor; this is what programs actually are. Characterizing them as “literary works” is not wrong, given the capacious statutory definition of that term, but it is seriously incomplete because it obscures the deeply functional nature of programs and program designs, and ignores the functional behavior that motivates people to purchase them.

320. See, e.g., N.Y. Mercantile Exch., Inc. v. Intercontinental Exchange, Inc., 497 F.3d 109, 116–19 (2d Cir. 2007) (NYMEX’s creation of settlement prices for futures contracts treated as fact/expression merger); Banxcorp. v. Costco Wholesale Corp., 978 F. Supp. 2d 280, 308 (S.D.N.Y. 2013) (merger doctrine precludes copyright protection of interest rate averages, even though some variation in expression of this fact is possible); see also Veeck v. Southern Building Code Congress Int’l, Inc., 293 F.3d 791, 800–02 (5th Cir. 2002) (holding that enacted building codes were unprotectable facts under the merger doctrine). Shubha Ghosh has argued for treating enacted codes as instances of function/expression merger. See Shubha Ghosh, Legal Code and the Need for a Broader Functionality Doctrine in Copyright, 50 J. COP. SOC’Y 71, 104–08 (2003).


322. Apple Computer Inc. v. Microsoft Corp., 35 F.3d 1435, 1444 (9th Cir. 1994); Altai, 982 F.2d at 712; Sega Enters. Ltd. v. Accolade, Inc., 977 F.2d 1510, 1524 (9th Cir. 1992).

323. See, e.g., Weinreb, supra note 10, at 1167–70.

324. An example of a literary work with separable functionalities is Red Sparrow (2013) by Jason Matthews, a spy novel with recipes at the end of each chapter; the book’s copyright would not extend to the recipes. See Publications Int’l Ltd. v. Meredith Corp., 88 F.3d 473, 480–81 (7th Cir. 1996) (finding recipes in cookbook not entitled to copyright protection).

325. Samuelson et al., Manifesto, supra note 10, at 2316; see also id. at 2316–32 (discussing the nature of programs and their designs).

Programs are products of an industrial design process. uninsured “[C]reating a program is a process of building and assembling functional elements.”

Unlike physical machines that are constructed from gears, wires, screws, and other hardware components, “programs are built from information structures, such as algorithms and data structures.” They are industrial compilations of applied know-how.

Neither copyright nor patent law has conventionally extended protection to these kinds of innovations, although industrial compilations of applied know-how may be and often are protected as trade secrets. Indeed, internal design elements of programs are most often and best protected as secrets, making both copyright and patent protection less needed for nonliteral elements of software. While industrial design elements of programs can and sometimes are reverse-engineered, reverse-engineering of program code does not generally enable the engineer to engage in market-destructive appropriations of program know-how because this method of discovery of program internals is difficult, expensive, and time-consuming.

Command structures and APIs, along with program behavior, are industrial compilations of applied know-how that often cannot be kept secret. Command structures may be visible when users run the program, as in Borland, or they may be published, as were the API packages in Oracle. But that does not change their essential nature. Functionality and expression are so tightly coupled (i.e., merged) in command structures and APIs that they should lie outside the scope of copyright protection in programs. After all, command structures and APIs are carefully engineered to identify the functions of which programs are capable and the manner in which information must be configured to be exchanged across program boundaries so that programs are able to function properly. As the Borland and Sega decisions, among others, demonstrate, programmers can generally develop independent implementations of methods, procedures, and processes, such as APIs and command structures, without infringing copyrights. The CAFC failed to recognize this in Oracle.

Oracle is among the many plaintiffs in software copyright cases that have characterized computer programs as literary works and insisted that merger is relevant only when the plaintiff had no design alternatives, as the

---

328. Id. at 2321.
329. Id.
330. Id. at 2326–32.
331. Id. at 2342–56.
332. Id. at 2389–93.
333. Id. at 2356–64.
Third Circuit said in *Whelan* and the CAFC in *Oracle*. This approach is unduly restrictive of programmer reuses of functional designs that could contribute to ongoing competition and follow-on innovation in the software industry. Other courts have recognized that there may be more than one method or system that can accomplish a program task, and patents often make reference to prior art that performed the same function in a different way. To be consistent with Supreme Court decisions in other IP cases, the existence of alternative ways to perform a function should not be the sole criterion for whether to treat that type of nonliteral element of a program as expressive, as it was in the CAFC’s *Oracle* decision. Also relevant are purpose, cost, and use characteristics of the creation. This is especially true for interfaces necessary for interoperability.

C. **MERGER MAY BE FOUND WHEN A PLAINTIFF’S DESIGN CHOICES SERVE AS CONSTRAINTS ON THE CHOICES AVAILABLE TO SECOND COMERS**

*Baker* teaches that expression and functionality are sometimes too closely intermixed in some textual works for copyright protection to be available to those elements. When Selden first devised the bookkeeping system embodied in his book, there were other ways to keep books for various accounts, but he was dissatisfied with them. In designing forms for his new system, he wasn’t completely free to arrange columns and headings

334. See supra text accompanying notes 28, 65.
335. See, e.g., Bateman v. Mnemonics, Inc., 79 F.3d 1532, 1546, n.29 (11th Cir. 1996) (“The availability of alternatives should not be determinative in distinguishing elements of a computer program that are expression and those that are unprotectable under 102(b). Generally, there is more than one method of operation or process that can be used to perform a particular computer program function . . . . Patents routinely recite prior methods or systems of performing the same function in distinguishing the claimed invention from the prior art.”); see also Bikram’s Yoga Coll. of India, L.P. v. Evolation Yoga, LLC, 803 F.3d 1032, 1042 (9th Cir. 2015) (“[T]he possibility of attaining a particular end through multiple different methods does not render the uncopyrightable [yoga sequences] a proper subject of copyright.”).
336. The existence of design alternatives may similarly be a factor in deciding whether a design is too functional to be protected as trade dress, but the Supreme Court has rejected this as a sole criterion for judging the nonfunctionality of trade dress in *TrafFix Devices, Inc. v. Marketing Display Inc.* See 532 U.S. 23, 27–32 (2001). The implications of *TrafFix* for software copyright cases are discussed infra text accompanying notes 424–427. See also Weinreb, supra note 10, at 1170 (“[T]his rubric [of other possible design choices] is used, copyright effectively absorbs the whole of patent.”).
337. See, e.g., *TrafFix*, 532 U.S. at 31–33; Kellogg Co. v. Nat’l Biscuit Co., 305 U.S. 111, 122 (1938) (rejecting claim of trademark in pillow shape of Shredded Wheat biscuits, despite existence of design alternatives, because “[t]he evidence is persuasive that this form is functional—that the cost of the biscuit would be increased and its high quality lessened if some other form was substituted for the pillow-shape”).
as he wished because state law required all bookkeeping forms to have columns captioned “date,” “no.”, “to,” “for,” and “by.” Selden’s forms complied with this mandate in the five farthest left-hand columns. But he was not constrained in other design decisions for arranging columns and headings in the forms.

Selden believed the selection and arrangement of columns and headings in the new forms was highly creative, as the preface to his book revealed: “To greatly simplify the accounts of extensive establishments doing credit business, and embracing an almost infinite variety of transactions would be a masterly achievement, worthy to be classed among the greatest benefactions of the age.” So even though Selden could easily meet a creativity-based originality standard, his forms were nonetheless unprotectable by copyright law because the selection and arrangement of the columns and headings were “necessary incidents” to the system he devised.

This aspect of Baker demonstrates that the merger doctrine may apply even when the copyright claimant had other choices when first developing a creative procedure, process, system, or method of operation. Selden’s copyright was, of course, valid, but it provided protection only to his explanation of the system, not to the system and the forms that instantiated it. Unlike most useful arts, which are embodied in metal or other materials, Selden’s useful art was embodied in a book (or in today’s parlance, a literary work). But the Court said in Baker: “[T]he principle is the same in all. The description of the [useful] art in a book, though entitled to the benefit of copyright, lays no foundation for an exclusive claim to the art itself.” The creativity required to develop the system and to devise forms to implement it did not make the system or the forms copyrightable because of the merger of function and expression. By not protecting Selden’s system and the forms embodying it, there was breathing room for later bookkeepers to continue to evolve the useful art of bookkeeping and devise new forms that further improved upon Selden’s innovation, as Baker himself did.

Courts have followed Baker’s admonitions in many subsequent non-software cases. The pertinence of Baker for assessing the scope of copyright in software was importantly acknowledged in Altai. Altai directly

---

339. Id. at 160 (quoting from the Supreme Court record).
341. Id. at 105 (emphasis added).
342. See Samuelson, Baker v. Selden, supra note 155, at 193; see also id. at 169 n.76.
343. See Samuelson, Why Copyright Excludes Systems, supra note 124, at 1936–44 (discussing the cases that followed Baker).
invoked Baker and the merger doctrine in explaining why efficient functional design elements of programs lie outside of the scope of copyright protection available to programmers.344 The Second Circuit observed that “[i]n the context of computer program design, the concept of efficiency is akin to deriving the most concise logical proof or formulating the most succinct mathematical computation.”345 The more efficient a nonliteral element of a program is, the closer it approximates a merger of idea and expression. The court recognized that “hypothetically, there might be a myriad of ways in which the programmer may effectuate certain functions within a program . . . [but] efficiency considerations may so narrow the practical range of choice as to make only one or two forms of expression workable options.”346

The court in Altai was implicitly concerned that the first software developer to devise an efficient functional design for a program should not be able to get 95 years of protection for it and force all other programmers to adopt less efficient solutions. It recognized that “[e]fficiency is an industry-wide goal” for software developers.347 Altai directed that efficient design elements of programs be filtered out of consideration before doing the final step in infringement analysis, even though other design choices might have been available.

Elements of programs that are “dictated by external factors” must also be filtered out.348 The Second Circuit in Altai identified several types of constraints that might limit the design choices of programmers, including “compatibility requirements of other programs with which a program is designed to operate in conjunction.”349 Although the court referred to the scenes a faire doctrine as a justification for treating compatibility as an external constraint on programmer design decisions,350 to the extent it used “dictated by” language,351 the more pertinent doctrine is merger. Altai and its progeny regard compatibility as an external factor constraint on design decisions of defendants who are developing programs to interoperate with existing software and hardware.

345. Id. at 708.
346. Id.
347. Id.
348. Id. at 710.
349. Id. at 709–10.
350. See id. The scenes a faire doctrine is similar to merger in limiting the scope of copyright protection, but it is more focused on whether elements in a protected work are common in works of that kind, not whether they are “dictated” by functional considerations, as merger is in software cases.
351. See id.
The CAFC’s *Oracle* decision interpreted this external factors constraints category too narrowly. That court considered *Altai* to have directed the filtration of elements dictated by external constraints only insofar as the constraints limited the plaintiff’s design choices.\(^{352}\) Having determined that Sun’s engineers were not constrained in designing the Java API packages, the CAFC regarded Google’s external constraints argument to be unpersuasive.\(^{353}\) However, the Second Circuit did not so limit the external constraints category in *Altai*, and in the twenty-three years since *Altai*, numerous cases have treated external constraints as affecting the defendant’s as well as the plaintiff’s design choices.\(^{354}\)

Anyone who develops an API for achieving program interoperability is, in effect, creating a constraint on his own subsequent design decisions. At the same time, though, that same API developer is also creating constraints on the design choices of all others who want to develop programs to interoperate with his platform, as the Ninth Circuit implicitly recognized in *Sega*.\(^{355}\) When Sega initially developed the interface for its Genesis platform, it had many choices about how to construct that interface. But once that interface existed, Sega and its licensees had to conform to it when they made games for the Genesis. Accolade similarly could not make its videogames run on the Genesis platform without reimplementing the Sega

---

\(^{352}\) Oracle Am., Inc. v. Google Inc., 750 F.3d 1339, 1370 (Fed. Cir. 2014). The CAFC cited Dun & Bradstreet Software Servs., Inc. v. Grace Consulting, Inc., 307 F.3d 197, 215 (3d Cir. 2002), in support of this interpretation of *Altai*. But in *Grace*, the Court of Appeals for the Third Circuit considered defendant Grace to be a very bad actor who breached license agreements, copied and modified D&B software, and misappropriated its trade secrets. *See Grace*, 307 F.3d 197. In this context, the Third Circuit’s rejection of the defendant’s claim that its design choices were constrained by what D&B had done should be given little weight.

\(^{353}\) *Oracle*, 750 F.3d at 1370–71. The CAFC fell back on a *Whelan*-like “is there any other way to do it?” approach to assessing whether the Java API packages were expressive. *Id*. But the CAFC was mistaken on this point. Joshua Bloch, one of the Sun engineers involved in designing the Java API, reports that considerable effort went into developing the Java API to faithfully reimplement the syntax and semantics of Perl so that Perl-trained engineers could more easily work in Java. Sun ran a battery of 30,000 tests to ensure that the Java implementation was consistent with Perl’s. Bloch states that the “Java APIs included many preexisting APIs and have since the earliest days of the platform. Many of the original Java APIs were pretty much copied from C to make it easy for C programmers to make the transition.” Communication with Joshua Bloch, Sept. 28, 2015 (on file with author).

\(^{354}\) Comput. Assocs. Int’l, Inc. v. Altai, Inc., 982 F.2d 693, 709–10 (2d Cir. 1992) (using “dictated by” twice in discussing filtration of external factors). *Sega* and *Borland* are among the decisions in which the defendant’s design choices were constrained by the plaintiff’s earlier choices. *See also* Samuelson, *Reconceptualizing Merger*, supra note 292, at 442–44.

\(^{355}\) *See Sega Enters. Ltd. v. Accolade, Inc.*, 977 F.2d 1510 (9th Cir. 1992).
interface in its program. That interface constituted the “functional requirements for achieving compatibility.” Although the Ninth Circuit characterized “interface procedures” of the Sega program as unprotectable under § 102(b), merger would have been a reasonable alternative ground. Any arguably expressive elements in the Sega interface would be merged with its functionality because third party software cannot execute on the Sega platform unless the interface components exactly conform to the rules that Sega established when designing the interface.

D. SOMETIMES PROGRAM FUNCTIONS MERGE WITH PROGRAM CODE

The interface at issue in Altai was a nonliteral element of a program that CA alleged Altai infringed. Sometimes, however, literal copying of code is necessary to achieve interoperability. The Ninth Circuit recognized this in Sega because it excused Accolade from infringement for copying a segment of Sega code that was essential to achieving interoperability. The Eleventh Circuit in Bateman acknowledged this when ruling that a lower court erred in instructing a jury that only nonliteral elements of a program interface needed for achieving compatibility could be filtered out in applying the AFC test, thus recognizing that sometimes exact copying is truly essential to interoperability. The Sixth Circuit in Lexmark likewise struck down a lower court ruling of infringement because exact copying of a short Lexmark program installed in that firm’s printer cartridges was a necessary incident to interoperation with the Lexmark printer. The Sixth Circuit expressly relied on merger as the basis for ruling that Lexmark’s printer code was ineligible for copyright protection because it was needed to achieve interoperability.

356. See id. at 1522.
357. Id. Note that the “functional requirements for . . . compatibility” phrase uses the language of merger. See also id. at 1524 (recognizing that “necessary incidents” components of programs are unprotectable, as are program elements “dictated by the function to be performed”).
360. 79 F.3d 1532, 1546–47 (11th Cir. 1996).
361. Lexmark Int’l, Inc. v. Static Control Components, 387 F.3d 522, 542 (6th Cir. 2004) (“[I]f any single byte of the Toner Loading Program is altered, the printer will not function . . . .”).
362. Id.
Read together, the Altai, Sega, Connectix, Bateman, and Lexmark decisions not only recognize, but directly hold, that there is a compatibility exception to copyright protection for computer programs when reuse of interface components is necessary for interoperability. This is true whether the interface is embodied in a program or merely specified in a document that is not itself a program. The distinction between APIs and implementations of APIs in independently written code is fundamental in the field of computing. Copyright law protects the code that implements an API, but does not protect the API insofar as it is necessary to enabling interoperability. Congress has, moreover, indirectly ratified these court holdings that allow reuse of interfaces necessary for compatibility.

Java method headers (or declarations, as they are sometimes called) are not lines of code in the sense of executable program instructions. They are specifications designed to invoke particular program functions. The method headers must be implemented in program instructions that when compiled, will become executable code. In this respect, the method headers are nonliteral elements of programs, which Google reimplemented in independently written code. The functionality of those method headers is inextricably interconnected with any expression they might be said to contain. The rules of Java, as the District Court noted, constrained Google’s design choices as to names of Java methods and classes and as to the

363. The court in Bateman was unwilling to rule that all APIs were unprotectable as a matter of law, but it directed the lower court to instruct the jury that insofar as program code or APIs were necessary to interoperability, they were not within the scope of protection available to programs. 79 F.3d 1532, 1546–57 (11th Cir. 1996). The interpretation of Borland discussed above would also support a compatibility exception. See supra Section III.B; see also Burk, supra note 206, at 591 (suggesting that Borland should have been decided on merger of functionality and expression grounds). In Oracle, the CAFC distinguished Sega and Connectix by saying that they were fair use cases and that compatibility considerations might be relevant to fair use defenses. Oracle Am., Inc. v. Google Inc., 750 F.3d 1339, 1368–71 (Fed. Cir. 2014). However, the Ninth Circuit plainly stated in both cases that interface procedures necessary for interoperability are unprotectable elements of copyrighted programs under § 102(b).


365. Congress created an exception to rules that forbid bypassing technical protection measures to authorize programmers to reverse engineer technically protected programs to get access to interface information necessary for interoperability. 17 U.S.C. § 1201(f).

structure of the API command structure.\textsuperscript{367} The merger doctrine was a suitable alternative justification for the holding that the Java APIs at issue in \textit{Oracle} are unprotectable by copyright law, as the District Court held.\textsuperscript{368}

E. THE CAFC ERRED IN INTERPRETING THE MERGER DOCTRINE

The CAFC misinterpreted the merger doctrine in several respects. For one thing, it rejected outright the idea that merger can be a “copyrightability” issue.\textsuperscript{369} However, merger was in fact treated as a copyrightability issue in \textit{Baker},\textsuperscript{370} as well as in numerous other cases.\textsuperscript{371}

Second, the CAFC erred in saying that merger can only be found when, ex ante, there is just one way to express an idea or function and any creativity in the design of an API makes it protectable by copyright law.\textsuperscript{372} Other courts, \textit{Altai} among them, have recognized that there sometimes is, ex ante, more than one or a few ways to design nonliteral elements of computer programs, but efficiency considerations may narrow the range of options, so that merger applies.\textsuperscript{373} The CAFC did not consider whether efficiency considerations might have limited options as to the design of the

\begin{flushleft}
\textsuperscript{367} Oracle Am., Inc. v. Google Inc., 872 F. Supp. 2d 974, 979 (N.D. Cal. 2012) (“[S]ince there is only one way to declare a given method functionality, everyone using that function must write that specific line of code in the same way. . .”).

\textsuperscript{368} Id. at 977.


\textsuperscript{370} Baker v. Selden, 101 U.S. 99, 103 (1879) (Selden’s forms held unprotectable by copyright law as “necessary incidents” to the bookkeeping system).

\textsuperscript{371} See, e.g., Ho v. Taflove, 648 F.3d 489, 497 (7th Cir. 2011) (equation not copyrightable); ATC Distrib. Group, Inc. v. Whatever It Takes Transmission & Parts, Inc., 402 F.3d 700, 707–08 (6th Cir. 2005) (parts numbering system not copyrightable); Lexmark Int’l, Inc. v. Static Control Components, 387 F.3d 522, 534–42 (6th Cir. 2004) (printer program not copyrightable); Warren Publ’g Inc. v. Microdos Data Corp., 115 F.3d 1509, 1518 n.27 (11th Cir. 1997) (systematic compilation not copyrightable); Kern River Gas Co. v. Coastal Corp., 899 F.2d 1458, 1463–65 (5th Cir. 1990) (route of gas line not copyrightable). The Copyright Office also recognizes that merger can present a copyrightability issue. See Compendium, supra note 143, § 313.3(B) (stating Office will not register claims of copyright when it believes the work consists of merged expression). The CAFC relied upon \textit{Ets-Hokin v. Skyy Spirits}, Inc., 225 F.3d 1068 (9th Cir. 2000), to say that the Ninth Circuit does not recognize merger as a copyrightability issue. \textit{See Oracle}, 750 F.3d at 1358. While \textit{Ets-Hokin} did reject the merger defense that the photograph at issue was uncopyrightable, this was because the photograph had enough originality to support a copyright. See 225 F.3d at 1077, 1082. The scope of that copyright, however, was so “thin” that another photograph of the bottle did not infringe. See \textit{Ets-Hokin} v. \textit{Skyy Spirits}, Inc., 323 F.3d 763, 766 (9th Cir. 2003). In \textit{Allen v. Academic Games League of Am.}, the Ninth Circuit treated merger as a copyrightability issue. \textit{See} 89 F.3d 614, 617–18 (9th Cir. 1996); see also Samuelson, \textit{Reconceptualizing Merger}, supra note 292, at 435–38.

\textsuperscript{372} Oracle, 750 F.3d at 1359–62.

\textsuperscript{373} See supra text accompanying notes 103–106. \textit{ATC} is an example of a non-software copyright case recognizing efficiency as a design constraint. \textit{See ATC}, 402 F.3d at 709.
\end{flushleft}
Java API method headers. Numerous cases have taken other factors into account when assessing merger defenses, such as whether the claimed expression was the most logical and useful way to do something, whether practical considerations or functionality limited options, and whether particular designs were necessary to achieving objectives.\(^{374}\)

The CAFC in *Oracle* conjectured that merger might apply to three “core” Java API packages that were necessary to make use of the Java language, which all agreed Google was free to use.\(^{375}\) The design of those core packages was probably no more constrained, ex ante, than any others of the API packages. Yet, if the Java language cannot be used at all unless one conforms to the method headers and classes of those three packages, merger would be a reasonable doctrine to apply.

Third, the CAFC incorrectly stated that merger can only be found when the plaintiff (not the defendant) faced constraints in its design decisions.\(^{376}\) But courts often recognize that a defendant’s design choices can be constrained by what the plaintiff did.\(^{377}\) To compete effectively and to enable ongoing innovation, a second comer may need to use the same designs. Even CONTU accepted this proposition: “when specific instructions, *even though previously copyrighted*, are the only and essential means of accomplishing a given task, their later use by another will not amount to an infringement.”\(^{378}\) This indicates that CONTU accepted that function and expression might merge over time.

Fourth, the CAFC ignored the District Court’s finding that there was far less of a distinction between the Java language and the API packages than Oracle acknowledged.\(^{379}\) Insofar as there is little or no difference between

---


\(^{375}\) *Oracle*, 750 F.3d at 1362. Because of interdependencies among elements of the Java API packages, reuse of at least ten is necessary to implement the Java language specification.

\(^{376}\) *Id.* at 1361.

\(^{377}\) See, e.g., *N.Y. Mercantile Exch., Inc. v. Intercontinental Exchange, Inc.*, 497 F.3d 109, 116–19 (2d Cir. 2007); *ATC*, 402 F.3d at 705–09; *Southco, Inc. v. Kanebridge Corp.*, 390 F.3d 276, 282 (3d Cir. 2004); *Lexmark Int’l, Inc. v. Static Control Components*, 387 F.3d 522, 536–42 (6th Cir. 2004); *see also* Samuelson, *Reconceptualizing Merger*, *supra* note 292, at 442–44.

\(^{378}\) CONTU Report, *supra* note 2, at 74 (emphasis added).

the Java language—which all agree is not protectable by copyright law—and the component parts of the API that Google used, this consideration weighs in favor of finding merger in *Oracle*.\(^{380}\)

The CAFC should also have taken into account the interests of the nine million Java programmers who have become accustomed to using the Java command structure when expressing themselves in the Java language.\(^{381}\) If

\(^{380}\) The CAFC also failed to recognize that numerous cases have treated merger as reasonably interchangeable alternatives to § 102(b) defenses. *See*, e.g., Ho v. Tafove, 648 F.3d 489, 497 (7th Cir. 2011); Warren Publ’g Inc. v. Microdos Data Corp., 115 F.3d 1509, 1518 n.27 (11th Cir. 1997); Gates Rubber Co. v. Bando Chem. Indus., 9 F.3d 823, 845 (10th Cir. 1993). As in *Baker*, once an author chooses to create a text embodying an unprotectable system or method of operation, the expressive choices of follow-on creators wanting to use the same system or method are constrained.

\(^{381}\) There is a deep irony in Oracle’s copyright lawsuit against Google. Sun Microsystems, whose IP assets Oracle acquired in 2010, was once the foremost proponent of freedom to interoperate, by which it meant there should be no intellectual property protection for APIs insofar as they were necessary to enable interoperability. Sun’s Deputy General Counsel Peter M.C. Choy was a lead lawyer on numerous amicus curiae briefs for the American Committee for Interoperable Systems in software copyright cases, including *Altai*, *Sega*, *Bateman*, and *Borland*. These briefs can be found online. *See Interoperability Resources, Computer & Communications Industry Association, http://www.ccia.net.org/interop/* (compiling amicus briefs on the interoperability issue).

Consider this excerpt from the ACIS brief to the Supreme Court in support of Borland, which echoes arguments that Google made in *Oracle*:

Unlike traditional literary works such as novels and plays that stand alone and do not need to interact with any other work, computer programs never function alone; they function only by interacting with the computer environment in which their developers place them. This environment is absolutely unforgiving. Unless the computer program conforms to the precise rules for interacting with the other elements of the system, no interaction between the program and the system is possible. As a consequence, no matter how much better or cheaper the new program is, it will not enjoy a single sale if it cannot interoperate in its intended environment. If the developer of one part of the environment can use copyright law to prevent other developers from writing programs that conform to the system of rules governing interaction within the environment—interface specifications, in computer parlance—the first developer could gain a patent-like monopoly over the system without ever subjecting it to the rigorous scrutiny of a patent examination. Lotus seeks to use copyright in exactly this manner.

*Brief Amici Curiae of American Committee for Interoperable Systems and Computer & Communications Industry Ass’n in Support of Respondent at 4–5, Lotus Dev. Corp. v. Borland Int’l Inc., 516 U.S. 233 (1996) (No. 94-2003), 1995 WL 728487. Oracle cannot perhaps be bound by the legal positions Sun took in those cases, but surely it is fair game to point out the stark contrast between then and now. After all, Google talked to Sun about a license, not Oracle. Moreover, Sun’s last CEO testified in support of Google’s defense. See Bryan Bishop, Former Sun CEO Jonathan Schwartz Testifies for Google in Oracle*
it was appropriate to take into account the interests of users who constructed macros in the Lotus 1-2-3 language in denying Lotus’s claim in *Borland*, then it should be appropriate to take into account the third party effects of a ruling in Oracle’s favor on programmers accustomed to using the Java command structure that Google decided to include in the Android software and educators who teach them to students. Courts should not be forcing programmers to engage in needless variation when standardization would better accomplish the objectives of copyright law by letting programmers express themselves in the command language they know well.382

Command structures and APIs are examples of computer program design elements as to which merger of function and expression may and often does occur. It is important to competition and ongoing innovation in the software industry that merged elements such as these are available for reuse by subsequent programmers, especially given the powerful presence of network effects.383

V. DIFFERENT CONCEPTUALIZATIONS ON THE RELATIONSHIP BETWEEN PATENT AND COPYRIGHT PROTECTIONS FOR SOFTWARE

Courts have sometimes assigned to copyright law the role of protecting program expression and patent law the role of protecting program processes or other functionality.384 The Ninth Circuit’s *Sega* decision, for instance,

---

382. See, e.g., Lotus Dev. Corp. v. Borland Int’l, Inc., 49 F.3d 807, 818 (1st Cir. 1995), aff’d by an equally divided Court, 516 U.S. 233 (1996) (stating it would be “absurd” to require users to have to learn new command structures for programs); Burk, supra note 206, at 592 (In *Baker* and *Borland*, protecting the forms and commands “would have been tantamount to protecting the method or process they embodied. This is the rationale of merger.”); see also supra text accompanying notes 284–286 concerning the difficulties that Java programmers would have encountered if Google had attempted to develop different method headers and classes for a variant version of them for the Android platform.

383. A prominent economist has noted that it is “inefficient to protect the arbitrary choices whose commercial value is created solely by the network incentives to imitate—and to protect the useful ideas only indirectly by protecting these ancillary innovations. Such protection not only seems likely to have adverse consequences on compatibility, but also protects only indirectly and haphazardly the useful ideas, the costs of whose creation intellectual-property policy is meant to cover.” Joseph Farrell, *Standardization and Intellectual Property*, 30 Jurim. J. 35, 49 (1989).

384. See, e.g., Mitek Holdings, Inc. v. Arce Eng’g Co., 89 F.3d 1548, 1556 n.19 (11th Cir. 1996) (copyright protects expression, but not program processes which are the province of patent law); Gates Rubber Co. v. Bando Chem. Indus., 9 F.3d 823, 837 (10th Cir. 1993) (description of program process may be copyrightable, but program process is patentable); Atari Games Corp. v. Nintendo of Am., Inc., 975 F.2d 832, 839 (Fed. Cir.
stated that Sega could not use copyright law to get exclusive rights in the interfaces that constituted the functional requirements for achieving program-to-program compatibility because that kind of protection was available only from patent law. The Second Circuit in Altai suggested that patents might be more appropriate than copyright for protecting utilitarian nonliteral elements of programs. Such statements draw upon the Supreme Court’s Baker decision, which channeled useful arts to the patent system and limited the scope of copyright in any work describing or depicting the useful arts to the plaintiff’s expression.

The patentability of a process, system or method of operation embodied or depicted in a copyrighted work should, in keeping with the Supreme Court’s ruling in Baker, be a factor indicating that that innovation is among the functional design elements that § 102(b) was meant to exclude from copyright protection. It would undermine incentives to use the patent system if innovators could get several times longer duration of IP protection from copyright law without applying for a patent and subjecting their claims to examination for novelty and nonobviousness, among other things. Making sure that copyright does not indirectly protect technological innovations that are not, in fact, patented promotes competition and ongoing innovation in the useful arts.

Unfortunately, the functional and expressive elements of computer programs cannot be as readily distinguished as Baker and the conventional paradigms of copyright and patent law posit. Functionality pervades program design, and creative choices abound, so the usual channeling mechanisms that courts have traditionally applied work less well as applied to computer programs. Courts should develop more subtle ways to conceptualize the relative roles of utility patent and copyright in protecting

---

385. Sega Enters. Ltd. v. Accolade, Inc., 977 F.2d 1510, 1526 (9th Cir. 1992); see also Apple Computer Inc. v. Microsoft Corp., 35 F.3d 1435, 1443 (9th Cir. 1994) (“Apple cannot get patent-like protection for the idea of a graphical user interface . . . .”).
389. See, e.g., Reichman, supra note 1, at 2480–81.
program innovations than the categorical exclusivity approach that Baker and its progeny law suggest.\textsuperscript{390}

Although Baker posited that patent and copyright laws protect very different kinds of innovations, Section A explains why courts have not always found categorical exclusivity of intellectual property subject matters to be persuasive and why separating out the roles of patent and copyright in the protection of software innovations has proven to be difficult. Section B explains the flaws in the CAFC’s Oracle decision’s analysis of copyright-patent boundary issues. Section C offers an alternative framework for thinking about those boundaries as applied to software innovations. Section D observes that software developers often rely more on non-IP strategies, such as first mover advantages and complementary assets, to attain competitive advantage than on intellectual property protections.

A. REASONS TO BE CAUTIOUS OF CATEGORICAL EXCLUSIVITY ARGUMENTS ABOUT PATENT AND COPYRIGHT PROTECTIONS FOR SOFTWARE INNOVATIONS

There are several reasons why it may be risky for defendants in software copyright cases to argue that a particular nonliteral element of the plaintiff’s program (which it copied) cannot qualify for copyright protection because patents have issued for that kind of program innovation.\textsuperscript{391} For one thing, Baker notwithstanding, defendant arguments for categorical exclusivity in intellectual property cases have sometimes proven unpersuasive.\textsuperscript{392} For instance, Mazer lost his argument that Stein’s Balinese dancer statuette was ineligible for copyright protection because Stein could have gotten (but did not) a design patent on the statuette for use as a lamp base.\textsuperscript{393} The Court was

\textsuperscript{390} Inventors of new and useful machines, manufactures, compositions of matter, and processes are eligible to apply for utility patent protection. 35 U.S.C. § 101, et seq. If the patent applicant satisfies the statutory requirements, including articulation of specific claims that will define the scope of the patent, a utility patent will issue. Utility patents have a maximum duration of twenty years from the date of filing. 35 U.S.C. § 154(a)(2). The patentability of computer program innovations has been controversial for decades. See, e.g., Pamela Samuelson, Benson Revisited: The Case Against Patent Protection for Algorithms and Other Computer Program–Related Inventions, 39 Emory L.J. 1025 (1990). The Supreme Court recently struck down software-related patent claims in Alice Corp. v. CLS Bank, 573 U.S. ___ , 134 S. Ct. 2347 (2014). Patent protection may also be available to creators of ornamental designs for articles of manufacture. 17 U.S.C. § 171, et seq.

\textsuperscript{391} Google’s brief asking the Supreme Court to review the CAFC ruling seemed to make a categorical exclusivity argument. See Petition for a Writ of Certiorari at 23–32, Google Inc. v. Oracle Am., Inc., 135 S. Ct. 2887 (2015) (No. 14–410), 2014 WL 5319724.

\textsuperscript{392} See J.E.M. Ag Supply, Inc. v. Pioneer Hi-Bred Int’l, Inc., 534 U.S. 124 (2001) (rejecting argument that novel plants could not be patented because Congress intended for them to be protected only under the Plant Variety Protection Act).

\textsuperscript{393} Mazer v. Stein, 347 U.S. 201, 217 (1954).
untroubled by the existence of this overlap between design patent and copyright subject matters. Stein’s statuette was an ornamental design for an article of manufacture, but it also qualified as a copyrightable work of art. This explains the Court’s dictum that the potential patentability of that design was irrelevant to whether it was eligible for copyright protection.

However, neither the Supreme Court nor any other court has recognized subject matter overlap between copyright and utility patent laws. No decision has ever held that a creator can get copyright and utility patent protection for exactly the same aspect of a creation. The Baker decision suggests that subject matter overlap of these two laws does not exist. Yet, when the Supreme Court was presented with a categorical exclusivity argument in Borland, it split evenly on the merits despite Borland’s citation to some utility patents on similar innovations as evidence that they were patent, not copyright, subject matter.

A second reason not to put too much weight on the existence (or not) of utility patent protection for some types of program-related innovations in judging whether copyrights have been infringed is that patents on some innovative designs may have issued at a different level of abstraction than

---

394. See id. at 214–15. The Court cited to precedents recognizing an overlap of design patent and copyright subject matter. Id. at 215 n.33, 217 n.37. Some of these cases had required creators to elect between copyright and design patent protection; the Court chose not to address the election issue. See id.

395. There is not much overlap of copyright and design patent subject matters because of copyright’s useful article doctrine which excludes PGS works in which expression and functionality have merged. See supra notes 297–304 and accompanying text. The integration of functionality and ornamentality does not disqualify designs from design patent protection. See, e.g., Robert C. Denicola, Applied Art & Industrial Design: A Suggested Approach to Copyright in Useful Articles, 67 MINN. L. REV. 707, 707–08 (1982) (“Design patents long offered the possibility of protection for the ornamental design of a useful product.”).


397. Mazer distinguished design patents from utility patents in relation to copyright protections. Id. at 215 n.33, 217 (citing approvingly to Taylor Instrument for its holding that utility patents and copyrights are mutually exclusive).

398. See, e.g., Laureysens v. Idea Group, Inc., 964 F.2d 131, 141 (2d Cir. 1992) (patents on puzzle design narrowed scope of copyright in plaintiff’s puzzle).

399. See, e.g., Brief for Respondent, supra note 200, at 21, 32–34, 43–44. The categorical exclusivity of patent and copyright subject matters has a constitutional character because the Constitution speaks of Congress as having power to grant exclusive rights to authors and to inventors in “their respective writings and discoveries.” U.S. CONST., art. I, § 8, cl. 8 (emphasis added).
the copyright claim may be alleged to cover. The District Court in Oracle did not, for example, analyze the API patents it mentioned to compare them to the API command structures in which Oracle claimed copyright.

Yet, a levels-of-abstraction assessment of the relative roles of patent and copyright in protecting programs may not be a reliable indicator. After all, patent lawyers make strategic decisions in drafting patent applications about the level of abstraction at which to pitch their clients’ claims. There are significant advantages to claiming inventions at higher levels of abstraction because if the claim is allowed, it will enable the patentee to enjoy a broader scope of patent protection for the innovation. Even if patent claims could have been drafted to cover lower level functionality, they need not be so limited.

A third reason to be cautious about the patent or copyright subject matter issue in computer program cases is that § 102(b) excludes from the scope of copyright protection more than just patentable procedures, processes, systems, and methods of operation. Mathematical innovations are among the fundamental building blocks of knowledge that should be free for reuse as abstract ideas under both copyright and patent law. Consider, for instance, Benson’s algorithms for transforming binary coded decimals to pure binary form, which the Court held was unpatentable as an abstract idea. That algorithm would unquestionably be part of the SSO of any program that embodied it. If the Benson algorithm is too abstract to qualify for patent protection, it should be a strong candidate for ineligibility for copyright protection under § 102(b) as an abstract mathematical procedure.

A fourth consideration that cuts against categorical exclusivity is that software-related patents might have issued in error. This is especially

---

400. See, e.g., Lemley, supra note 17, at 22–27 (discussing the role of software patents and copyrights and levels of abstraction as a way to distinguish their roles in software protection).


403. See, e.g., Ho v. Taflove, 648 F.3d 489, 497 (7th Cir. 2011) (equation held unprotectable by copyright law). Parts numbering systems are similarly ineligible for copyright protection and likely unpatentable as well. See, e.g., Southco, Inc. v. Kanebridge Corp., 390 F.3d 276, 281 (3d Cir. 2004) (parts numbering system unprotectable).


406. See, e.g., Guthrie v. Curlett, 10 F.2d 725 (2d Cir. 1926) (invalidating patent on consolidated tariff index held on novelty grounds). After losing the patent case, Guthrie
pertinent now that the pendulum on the patentability of software has gone from almost-never-available in the 1960s to mid-1980s to almost-always-available in the mid-1980s to the early 2000s. In the past decade, that pendulum has swung back to sometimes-available-but-sometimes-not. During the mid-1980s to the mid-2000s, during the almost-always-available period, the USPTO issued a large number of patents for software innovations. Quite a few of these have been struck down in the aftermath of the Supreme Court’s decision in Alice Corp. v. CLS Bank Int’l, which affirmed the invalidation of patents on software-implemented method and system claims for managing settlement risks for financial transactions.

B. THE ORACLE DECISION’S ANALYSIS OF COPYRIGHT-PATENT BOUNDARIES WAS FLAWED

Utility patent and copyright laws are, of course, separate laws, and each has a different role to play in protecting intellectual creations, including computer programs. Even if the possibility of patents on certain types of software innovations should not automatically mean that those innovations cannot be copyrighted, competition and innovation policies, as well as freedom of expression policy, should caution against collapsing legal

sued Curlett for copyright infringement. Although Guthrie’s copyright was valid, the court held that Curlett only copied non-copyrightable functional elements and therefore had not infringed. See Guthrie v. Curlett, 36 F.2d 694 (2d Cir. 1929). The invalid patent was not mentioned in the copyright opinion. The patents to which Borland pointed in its brief to the Supreme Court may also have issued in error. See Brief for Respondent, Lotus Dev. Corp. v. Borland Int’l Inc., 516 U.S. 233 (1996) (No. 94-2003), 1995 WL 728538; see also supra note 200 and accompanying text.

407. For a discussion of the pre-1990 software patent case law, see Samuelson, Benson Revisited, supra note 390, at 1048–1132. For a discussion of the case law on patent subject matter in the 1990s and 2000s, see Michael Risch, Everything is Patentable, 75 Tenn. L. Rev. 591 (2008).

408. See, e.g., DDR Holdings LLC v. Hotels.com L.P., 773 F.3d 1245, 1259 (Fed. Cir. 2014) (upholding software patent and finding no § 101 subject matter problems). See infra note 410 for examples of software patents that have been struck down since Alice.


410. See 134 S. Ct. 2347, 2360 (2014). For patents that have been struck down since Alice, see, for example, Content Extraction & Transmission LLC v. Wells Fargo Bank, 776 F.3d 1343 (Fed. Cir. 2014) (data storage method); Ultramecial, Inc. v. Hulu LLC, 772 F.3d 709 (Fed. Cir. 2014) (Internet advertising method); buySAFE, Inc. v. Google Inc., 765 F.3d 1350 (Fed. Cir. 2014) (transaction guaranty method).
boundaries so that there is substantial or complete overlap in copyright and utility patent subject matters. 411

Yet, the CAFC seems to have done just that in response to Google’s API-as-patent-not-copyright-subject-matter argument.412 It invoked the Mazer dictum that “[n]either the Copyright Statute nor any other says that because a thing is patentable it may not be copyrighted,”413 seemingly untroubled by the idea of overlapping utility patent and copyright protections for API designs. Had the CAFC read Mazer more carefully, however, it would have noticed that in the very next sentence, the Court reaffirmed that utility patents and copyrights were quite different because copyright law cannot be used to protect patentable ideas, only authorial expression.414 Mazer also cited approvingly to Baker-inspired precedents holding that, as the Court put it, “the Mechanical Patent Law and Copyright Laws are mutually exclusive.”415

The CAFC discussed the patent-not-copyright-subject-matter issue at the very end of its Oracle decision, characterizing it as one of Google’s “policy-based arguments.”416 These arguments, the CAFC said, “appear premised on the belief that copyright is not the correct legal ground upon which to protect intellectual property rights in software programs,” as though “patent protection for such programs, with its insistence on nonobviousness and shorter terms of protection, might be more applicable and sufficient.”417 But that was not what Google was arguing. Its two-fold point was that patents were a more appropriate way than copyright to protect APIs and that copyright could protect the code that implemented an API, but not the API.418

411. See, e.g., Julie E. Cohen & Mark A. Lemley, Patent Scope and Innovation in the Software Industry, 89 CALIF. L. REV. 1, 27 (2001) (“As patent and copyright law overlap more and more, it becomes critical that they take account of each other.”).
413. Id. at 1380 (quoting Mazer v. Stein, 347 U.S. 201, 217 (1954)).
414. Mazer, 347 U.S. at 217 (“Unlike a patent, a copyright gives no exclusive right to the art disclosed.”).
415. Id. at 215 n.33 (citing Taylor Instrument Cos. v. Fawley-Brost Co., 139 F.2d 98 (7th Cir. 1943) and Brown Instrument Co. v. Warner, 161 F.2d 910 (D.C. Cir. 1947)). The Court also cited two others of Baker’s progeny, Fulmer v. United States, 103 F. Supp. 1021 (Ct. Cl. 1952) (making parachute did not infringe on copyright in parachute design) and Muller v. Triborough Bridge Authority, 43 F. Supp. 298 (S.D.N.Y. 1942) (construction of a bridge did not infringe on copyright in bridge design plan). Mazer, 347 U.S. at 217 n.39. These decisions are also more consistent with exclusivity of copyright and patent subject matter than to overlap.
416. Oracle, 750 F.3d at 1379–81.
417. Id. at 1379–80.
418. Masnick, supra note 366.
To support its view that copyright was more suitable for protecting programs than patents, the CAFC cited two journalistic articles. With a rhetorical flourish, the CAFC went on to say that until the Supreme Court or Congress decided to alter IP rules, it felt bound to enforce copyright protection for programs and “decline[d] any invitation to declare that protection of software programs should be the domain of patent law, and only patent law.” The CAFC should instead have recognized that “the existence of software patents should make courts less willing to extend the coverage of copyright law to ideas and functional elements of programs and more willing to engage in a strict filtration analysis,” especially in cases involving claims of nonliteral infringements.

The CAFC’s Oracle opinion may reflect that court’s anxiety that software would be underprotected by IP law if it ruled in Google’s favor so soon after the Supreme Court’s Alice decision substantially cut back on the availability of patent protection for software-related inventions. But the CAFC’s Oracle decision is at odds not only with Baker and a fair reading of Mazer, but also with two of the CAFC’s prior decisions in software copyright cases as well as other software copyright decisions.

C. AN ALTERNATIVE APPROACH TO CONCEPTUALIZING THE ROLES OF COPYRIGHTS AND PATENTS IN PROTECTING SOFTWARE INNOVATIONS

A more appropriate way to conceptualize the respective roles of utility patent and copyright protection for computer programs may be one akin to the approach the Supreme Court took when presented with an argument

---

419. Oracle, 750 F.3d at 1380. The CAFC cited to one article published in the Economist magazine and another in the Washington Post in support of copyright as the better form of protection for software. Id. While the CAFC correctly cited to my CONTU Revisited article, supra note 2, as recommending a sui generis form of protection for programs instead of copyright, it did not cite the most relevant of my articles in which I affirm that copyright protects program code, but should not protect interfaces necessary for interoperability. See Samuelson, Why Copyright Excludes Systems, supra note 124, at 1962–74.

420. Id. at 1381.

421. Lemley, supra note 17, at 27; see also Karjala, supra note 384, at 66–69 (arguing that patent protection is more appropriate than copyright for computer program SSO because it is more functional, rather than aesthetic, in nature).

422. Judge O’Malley, who wrote the Oracle decision, would have upheld as patentable subject matter all of the claims that Alice made against CLS Bank. See CLS Bank Int’l v. Alice Corp., 717 F.3d 1269, 1292–1321 (Fed. Cir. 2010). She joined three of the five pro-patent opinions in Alice. Her concerns notwithstanding, the Supreme Court struck down all of Alice’s claims. Neither Judge Plager nor Taranto participated in the CAFC’s Alice decision.

423. See, e.g., Atari Games, 975 F.2d at 838–39; see also Hutchins, 492 F.3d at 1383–85. See supra note 384 for citations to other software copyright decisions distinguishing copyright and patent protection for software.
about a potential overlap between patent and trademark protection in *TrafFix Devices, Inc. v. Marketing Displays, Inc.*[^424] TrafFix argued that the existence of an expired patent on a dual spring design to enable roadside signs to withstand and bounce back from big gusts of wind meant that the patented design was ineligible to be protectable as trade dress.[^425] The Court considered the expired patent to be “strong evidence” that the spring design was too functional to be eligible for trademark protection.[^426] However, it did not go so far as to rule that the existence of a utility patent for a particular design automatically disqualified it from trade dress protection.[^427]

Along similar lines, courts in software copyright cases, when presented with evidence that utility patents have issued for the same type of nonliteral element of program design as the plaintiff argues is protectable expression, should consider those patents as relevant evidence about whether the innovation in question is a method or system excluded from copyright protection under § 102(b).[^428]

Consistent with *TrafFix* and numerous software copyright decisions, the District Court pointed to the patents Oracle and its predecessor Sun Microsystems had obtained on some aspects of the Java API as a reason not to extend copyright protection to them,[^429] asserting that “this trial showcases the distinction between copyright protection and patent protection” for computer program innovations.[^430] The issue “loom[ed] large, where, as here, the vast majority of the code was not copied and the copyright owner must resort to alleging that the accused stole the ‘structure, sequence, and organization’ of the work.”[^431] The court later noted that software copyright cases decided in recent years had moved away from using “SSO” as a characterization of protectable elements of programs out of “fidelity to Section 102(b) and recognition of the danger of conferring a

[^425]: Id. at 27–28.
[^426]: Id. at 29–30. The Court recognized that the very same aspect of the design that MDI claimed as trade dress fell within the scope of the expired patent; it also considered the description of the functional advantages of the design in the patent. Id. at 31–32.
[^427]: Id. at 35.
[^428]: See, e.g., Oracle Am., Inc. v. Google Inc., 872 F. Supp. 2d 974, 997–98 (N.D. Cal. 2012). Courts might also usefully consider whether the possible ineligibility of program SSO for patenting under *Alice* and other precedents on account of abstractness should mean that this nonliteral element of a program is also ineligible for copyright protection under § 102(b).
[^429]: See id. at 996.
[^430]: Id. at 984.
[^431]: Id.
monopoly by copyright over what Congress expressly warned should be conferred only by patent. ”

The District Court recognized that copyright owners might try to claim exclusive rights to “a functional system, process or method of operation that belongs in the realm of patents, not copyrights.” This troubled the District Court because patent protection, when available, was of much shorter duration than copyright, and unlike copyrights which provide automatic protection, patents are only available to those who apply and have their claims examined for novelty and nonobviousness, more stringent standards of eligibility than copyright requires. To buttress its opinion on this point, the District Court quoted from *Baker* and *Sega* about the dangers of allowing creators to get patent-like monopolies through copyright protection. It noted that large numbers of patents had issued in recent years for software innovations, and indeed, both Oracle and Sun had gotten patents on some aspects of the Java API (although Oracle did not claim that Google infringed any of them).

The District Court noted that Oracle made much of the creativity that went into the design of the Java APIs, but this was beside the point.

> Inventing a new method to deliver a new output can be creative, even inventive, including the choices of inputs needed and outputs returned . . . . But such inventions—at the concept and functionality level—are protectable only under the Patent Act . . . . Based on a single implementation, Oracle would bypass this entire patent scheme and claim ownership over any and all ways to carry out methods for 95 years . . . .

The District Court did not consider the patent-not-copyright-subject-matter issue as an independent ground for its ruling. Rather, the consideration merely reinforced the court’s conclusion that the command structure at issue was a system or method of operation excluded from copyright protection under § 102(b). Closer scrutiny of interface patents and a comparison of them with the SSO at issue in *Oracle* might have made that court’s analysis more persuasive. Nonetheless the District Court’s approach to the patent-not-copyright-subject-matter issue was much sounder than the CAFC’s.

---

432. *Id.* at 996.
433. *Id.* at 984.
434. See *id*.
435. See *id* at 984, 994–96.
436. *Id.* at 996.
437. *Id.* at 998.
D. SOFTWARE DEVELOPERS ATTAIN COMPETITIVE ADVANTAGE BEYOND IP RIGHTS

The CAFC should have been less anxious than they seemingly were in Oracle about the receding role of patents and the necessarily thin scope of copyright protection for program innovations because software developers have a multi-faceted, nuanced approach to attaining competitive advantage in the marketplace. A recent empirical study demonstrates that software entrepreneurs consider first mover advantages the most important way to attain advantage. Complementary assets (e.g., providing services or customization) are next most important. Entrepreneurs rated copyrights, trademarks, and trade secrecy as equally significant in protecting software, but only between slightly and moderately important to gaining competitive advantage. Only a minority of software entrepreneurs owned or were seeking patents. Software patents were rated just over slightly important. Patents were mainly valued as useful assets for impressing investors. It is also important to recognize that software developers are often able to recoup investments through business models that depend very little on intellectual property rights, such as Google’s ad-revenue strategy for recouping its investment in the Android platform. IP rights play a more modest role in protecting software innovations than many IP lawyers might expect.

VI. REFINING THE TESTS FOR SOFTWARE COPYRIGHT INFRINGEMENT

This Article has analyzed various doctrinal approaches that courts have taken in adjudicating infringement claims in software copyright cases. Courts have generally sought to interpret copyright rules in keeping with traditional principles of that law, but also with an eye to providing sufficient

439. Id.
440. Id.
441. Id. at 1279. Venture-backed startups were more likely than other software firms to own or seek patents. Id.
442. Id. at 1292, 1303.
443. See id. at 1308–09.
444. See Pamela Samuelson, The Uneasy Case for Software Copyrights Revisited, 79 GEO. WASH. U. L. REV. 1746, 1776–81 (2011) (giving examples of developments in the software industry, such as the provision of software as a service instead of a product, that lessen the need for copyright protections to attain competitive advantage).
protection for programs to induce investments in their development while leaving breathing room for subsequent programmers to build on what has come before in developing competing or complementary innovations. The outcomes of the software copyright decisions have generally been consistent, even though the doctrinal hooks courts have employed have differed in some respects.\textsuperscript{446}

Many disputes have been resolved by applying \textit{Altai}'s AFC test, while other cases have relied on the § 102(b) method and process exclusions, the merger doctrine, or fair use. Regardless of which doctrinal approach courts have used, judges have generally taken care to ensure that copyright law should not be interpreted to grant patent-like protection to program innovations. If no single approach to judging software copyright claims has emerged, this is perhaps unsurprising given that copyright doctrines largely evolved to address issues posed by cases involving expressive works of art and literature, not functional processes such as programs. As \textit{Altai} noted, programs are square pegs that courts must try to fit in the round holes of copyright.\textsuperscript{447} But for the Supreme Court's \textit{Baker v. Selden} decision, which established that copyright protects authorial expression, not functionality, courts would be floundering much more than they have.

What we can say with considerable confidence is that \textit{Altai} and its AFC test for software copyright infringement were vast improvements over the \textit{Whelan} framework and test for infringement under which every design decision a programmer made was protectable expression except for the rare elements as to which no alternative choices existed. \textit{Altai} recognized that the utilitarian nature of programs meant that the scope of software copyright protection must necessarily be thin. \textit{Altai} identified several categories of unprotectable elements of programs—efficient designs, externally constrained designs, elements common to works of that kind (i.e., scenes a faire elements) and public domain components—and directed that those elements be filtered out before assessing whether the defendant had infringed a software copyright. The main criticism this Article has levied against \textit{Altai} concerned its failure to mandate, in addition, filtration of § 102(b) methods and processes.

Courts have sometimes applied the § 102(b) exclusions, with or without reference to the AFC test, when plaintiffs have alleged infringement based on copying of unprotectable methods or procedures. Among the elements of programs that have been adjudged unprotectable under § 102(b) are algorithms, program behavior, and command structures needed for achieving interoperability. The merger doctrine has complemented § 102(b)

\textsuperscript{446}. See, e.g., \textsc{Band \& Katoh, Interfaces on Trial} 2.0, \textit{supra} note 10, at 45–46.
exclusions in numerous cases in which defendants used the necessary incidents to reimplement the same functionality as an existing program. This Article has called for explicit recognition of a merger of function and expression doctrine to supplement the merger of idea and expression and of fact and expression doctrines established in the case law. It has also recognized that copyright and patent law should play different roles in the legal protection of computer programs, even though the boundary lines between these laws, as applied to programs, has proven more elusive to articulate than in respect of other copyright subject matters. The Article concurs in an approach that recognizes that the patentability of some program innovations, as well as the unpatentability of abstract program designs, should be taken into account in assessing the proper scope of copyright protection in software.

There is, of course, a simpler way to address software copyright infringement claims. It would begin by recognizing that copyright law can and does protect software developers against market-destructive appropriations of their products through the well-established rule that protects source and object code from illicit copying. 448 Similarly established is the protectability of audiovisual and other conventionally expressive content that may be displayed when computers are executing program instructions. 449 Making minor changes to program texts, such as changing variable names, rearranging instructions, or recompiling the code to disguise infringement should also not be tolerated. Translation of programs from one programming language to another or other forms of slavish copying may also qualify as infringement. 450 The main value of copyright protection for software developers lies in protecting these aspects of programs. If copyright law did nothing more than safeguard these literal and nonliteral elements of programs, the software industry would very likely still thrive. Limiting the scope of software copyrights to these protectable elements would likely make a special test for infringement of these works unnecessary.

Yet, courts have invested so much in articulating and applying tests for software copyright infringement that they may be reluctant to abandon these tests. Although the Altai AFC test has thus far been the most stable and

448. See supra text accompanying note 130; see also Weinreb, supra note 10, at 1250.
450. The focus in most software infringement cases has been on the reproduction right, but modifying another firm’s software and then selling the modified version to the public would also likely infringe the derivative work right. See, e.g., Allen-Myland, Inc. v. IBM Corp., 746 F. Supp. 520 (E.D. Pa. 1990).
widely accepted approach to judging software copyright infringement, several courts have adapted it. Some courts, for instance, have decided that the first step’s construction of an abstractions hierarchy for the plaintiff’s program is unnecessary when the claim of infringement is based on certain specific elements of the defendant’s program.\(^{451}\) Courts then proceed to consider whether various limiting doctrines of copyright law apply to those elements, in keeping with the *Altai* filtration step. In some cases, application of the limiting doctrines have made the third step unnecessary, for the plaintiff’s claims failed because the doctrines precluded protection for the elements which the plaintiff claimed were her expressions.\(^{452}\) Some courts have adapted the *Altai* second step to filter out procedures, processes, methods of operation, and systems.\(^{453}\) Only rarely do courts specify which “golden nuggets” of expression remain after the filtration step, even though *Altai*’s third step had directed these elements of programs to be the starting point of the final step of assessing infringement.

I propose the following refinement of the *Altai* test for software copyright infringement. The first step would require the plaintiff to specify exactly which elements of her program that she alleges as the basis of the infringement claim. In most cases, it will be unnecessary to construct a hierarchy of abstractions for the program as a whole because only certain elements are alleged to infringe. A second step should inquire which, if any, allegedly infringing elements lie outside the scope of copyright protection under various limiting doctrines, such as the exclusion of (a) unoriginal elements; (b) abstract ideas, concepts and principles under § 102(b); (c) facts, know-how, and other public domain elements; (d) common elements for works of that kind, standard programming techniques, and constraints based on market demands under the scenes a faire doctrine; (e) efficient design elements; (f) command structures and APIs necessary for achieving interoperability with other programs or hardware; (g) other instances of merger of function and expression; and (h) procedures, processes, systems, and methods of operation under § 102(b). This would adapt the *Altai* AFC

\(^{451}\) See, e.g., Mitel, Inc. v. Iqtel, Inc., 124 F.3d 1366, 1373 (10th Cir. 1997) (“Where, as here, the alleged infringement constitutes the admitted literal copying of a discrete, easily-conceptualized portion of a work, we need not perform complete abstraction-filtration-comparison analysis.”).

\(^{452}\) Id. at 1376 (“In sum, although Mitel’s values constitute non-arbitrary original expression, they are unprotected as scenes a faire because they were dictated by external functionality and compatibility requirements of the computer and telecommunications industries.”).

\(^{453}\) See, e.g., Gates Rubber Co. v. Bando Chem. Indus., 9 F.3d 823, 842–43 (10th Cir. 1993).
test to make its filtration step more rigorous, excluding a wider range of functional design elements in programs.\textsuperscript{454}

In some cases, as in \textit{Lexmark} and \textit{Borland}, there will be no need for a third step because the filtration step results in a judicial conclusion that even if the defendant copied something from the plaintiff’s work, the expressive elements of the plaintiff’s program were not copied. Yet in other cases, courts should proceed to consider whether the defendant copied a sufficient quantum of expression from the plaintiff’s work to be held as an infringer. Adoption of this refined \textit{Altai} test would be consistent with the overwhelming majority of software copyright cases and with longstanding principles of U.S. copyright law. It would also promote competition and ongoing innovation in the software industry, in keeping with the constitutional goal of copyright of promoting progress in science and useful arts.

The CAFC’s \textit{Oracle} decision obviously took a very different approach. This Article has shown that the CAFC’s \textit{Oracle} misinterpreted \textit{Altai}, misunderstood § 102(b), and misapplied the merger doctrine, as well as major court rulings that have applied these rules. The \textit{Oracle} decision is contrary to Supreme Court rulings and to the CAFC’s own precedents, especially in treating utility patent and copyright laws as providing overlapping protections for computer program innovations.\textsuperscript{455} The CAFC

\textsuperscript{454} Under this broader filtration analysis, Rand Jaslow might not have been held an infringer as to the dental lab program he developed to compete with Whelan. Jaslow certainly infringed Whelan’s copyright when selling her program to third parties, but it is less clear, given how the law has evolved, that his competing program infringed. The courts in \textit{Whelan} indicated that Jaslow did not directly translate Whelan’s program from one language or another (which might justify the finding of infringement). \textit{Whelan}, 797 F.2d at 1228 (“Dr. Moore testified that although the Dentcom program was not a translation of the Dentalab system, the programs were similar in three significant respects.”). Had the AFC test been applied in \textit{Whelan}, the file structures Jaslow used, for instance, may have been efficient for the tasks at hand. The court in \textit{Altai} rejected an overall structural similarity claim on scenes a faire grounds, which might have been true in \textit{Whelan} also. The similarities in the operation of certain modules—order entry, invoicing, accounts receivable, end of day procedure, and end of month procedure—appear to be automations of Jaslow’s business processes that should have been filtered out under § 102(b). \textit{See id.}

\textsuperscript{455} The CAFC remanded \textit{Oracle} for retrial of Google’s fair use defense. \textit{Oracle Am., Inc. v. Google Inc.}, 750 F.3d 1339, 1372–77(Fed. Cir. 2014). It concluded that “this is not a case in which the record contains sufficient factual findings on which we could base a de novo assessment of Google’s affirmative defense of fair use.” \textit{Id.} at 1377. It also indicated that compatibility considerations could be considered in the fair use context. \textit{Id.} at 1376–77. The CAFC characterized Oracle’s argument for granting summary judgment on fair use as “not without force,” but ultimately concluded that a new trial was needed. \textit{Id.} On remand, a jury found Google’s reimplementation of the Java APIs constituted fair use. \textit{Oracle Am., Inc. v. Google Inc.}, No. C 10-03561 WHA, 2016 WL 3181206 (N.D. Cal. June 8, 2016), \textit{appeal docketed}, Nos. 17-1118, -1202 (Fed. Cir. Nov. 14, 2016).
also failed to grasp that an API that specifies functions that a program is
designed to carry out is fundamentally different from the copyright-
protectable program that implements that API in independently written
code.

Some may think that the Oracle decision, erroneous as it is, will have
little impact on subsequent cases. The decision is, after all, an outlier in the
case law and involves complicated facts. Software copyright cases will,
moreover, generally go to the regional circuits, not to the CAFC, which has
no jurisdiction in copyright cases except when there is a patent claim in the
case. But Oracle has introduced new uncertainties in the law of software
copyrights, and software companies now have reasons to litigate to test the
CAFC’s resurrection of the Whelan approach to assessing infringement.
Given how many software patents are out there, it may be easy for a
plaintiff’s lawyer to find one in a client’s portfolio or for the client to buy
one so that the complaint may allege a defendant infringed patents as well
as copyrights.456 In such cases, the appeals would go to the CAFC instead
of to a regional circuit.

In the aftermath of Alice and court decisions striking down software
patents, it may be tempting for courts to interpret the scope of copyright
protection expansively, as the CAFC did in Oracle, because the role of
patents in protecting program innovations is receding. Under a kind of
conservation of IP incentives theory, copyrights might seem to need to be
broader to make up for the fact that patents are providing less protection for
program innovations. Copyright does important work in protecting
programs, but as the Second Circuit recognized in Altai, “fundamental
tenets” of this law should not be distorted to fill a perceived gap in legal
protection for programs.457

If software developers need some additional legal protection for
industrial design elements of programs that neither copyright nor patent law
can provide, they should take their case to fill that gap to Congress, not use
the courts to fill the gap through expansive interpretations of copyright
protections.458 Sui generis forms of protection for software have been

456. See supra note 30 (discussing cases subsequent to Oracle in which plaintiff’s
lawyers have learned this lesson).
(“While incentive based arguments in favor of broad copyright protection are perhaps
attractive from a pure policy perspective, ultimately, they have a corrosive effect on certain
fundamental tenets of copyright doctrine.” (citation omitted)).
458. See id. (“[T]he resolution of this specific issue could benefit from further
legislative investigation . . . .”).
proposed in the past, and perhaps this approach should be reconsidered. At present, however, competition and innovation seem to be thriving in the software industry without additional legal protections. Without substantial evidence to support a change in the law, the courts should continue to apply copyright protections for software in keeping with Altai, its progeny, and traditional principles of copyright law.

459. See, e.g., Samuelson et al., Manifesto, supra note 10, 2405–20 (proposing a short term of sui generis protection for the industrial compilations of applied know-how embodied in computer programs).

460. See, e.g., Reichman, supra note 1, at 2459–65 (discussing European industrial design laws).

ABSTRACT

Anxiety over the efficacy and fairness of the patent system has spawned a variety of proposals to rely more heavily on direct public subsidies for innovation, such as research grants and tax incentives. Applying economic theories of federalism, this Article shows that these public finance alternatives to IP—which I call “innovation finance”—should sometimes be the responsibility of subnational governments such as states and cities, rather than the federal government. The economic theory of federalism prescribes that public goods should be supplied by the smallest jurisdiction that internalizes the costs and benefits of its actions without creating externalities (spillovers) for other jurisdictions. States cannot reliably internalize the benefits of patent regimes that require significant public disclosure of information. But they can internalize many of the economic benefits of direct public spending on innovation. Indeed, a long line of theoretical and empirical research suggests that the economic benefits of innovation—mainly, high-salaried employment and long-term economic growth—remain highly concentrated in certain geographic locations. Therefore, optimal allocation of government requires that we presume subnational jurisdiction over innovation finance unless significant cross-border spillovers or some other collective action failure indicates that national intervention is necessary. The result should be more effective innovation policies that are tailored to the needs and conditions of disparate geographic regions and the demands of a mobile populace, and more precise clustering of innovation industries across the country. Moving from theory to reality, the Article demonstrates that states already provide significant funding for private sector innovation, and that federal funding for research is actually the exception rather than the rule. Lastly, the Article highlights a major weakness of economic federalism theory in this context: it fails to take into account preexisting inequalities among regions that may prevent under-resourced locations from mobilizing effective innovation strategies, thereby locking them out of the competition to grow innovation clusters. I argue that pervasive regional inequality creates an independent basis for federal intervention.
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The powers delegated by the proposed Constitution to the federal
government are few and defined. Those which are to remain in the State
governments are numerous and indefinite. The former will be exercised
principally on external objects, as war, peace, negotiation, and foreign
commerce . . . . The powers reserved to the several States will extend to
all the objects which, in the ordinary course of affairs, concern the lives,
liberties, and properties of the people, and the internal order,
 improvement, and prosperity of the State.  

– James Madison, The Federalist No. 45

While competition for innovative technologies and services is
increasingly global, the context of innovation—and the benefits it brings
in economic growth and high value employment—remains local.  

– National Academy of Sciences, “Growing Innovation
Clusters for American Prosperity”

I. INTRODUCTION

The core justification for patent law is the notion that human societies
thrive on “innovation”—doing things that are new and in some way better
than what existed before—and that people and firms will systematically
underinvest in innovation absent incentives.  
But a growing number of
academics are dissatisfied with intellectual property (IP) as a solution to the
incentives problem, arguing that property rights needlessly raise prices for
consumers and hinder future innovation.  
As a result, these academics argue
that patents should be replaced or supplemented by direct public
financing for innovation, such as research grants, tax incentives, or public

2. Charles W. Wessner (Rapporteur), National Research Council of the
National Academies: Summary of a Symposium, Growing Innovation Clusters
for American Prosperity 3 (2011).
3. See infra Part II.
4. See generally Mark A. Lemley, Property, Intellectual Property, and Free
Riding, 83 Tex. L. Rev. 1031, 1058–65 (2005) (discussing five separate costs of IP rights:
deadweight loss for consumers, reduced incentives to innovate, rent-seeking, costs
associated with patent prosecution and litigation, distorted investment in research and
development).
venture capital. I call these public finance alternatives to IP “innovation finance.”

Like patents, innovation finance can serve as a regulatory mechanism to more closely align the private value of innovating with the social value of innovation. Government already provides direct financing for innovation in many cases, so why not do so more? For example, rather than allowing unrestricted patenting of life-saving drugs, government could directly fund production and permit copying by generic drug manufacturers or subsidize insurance for certain treatments to drive down the price of drugs for

5. See, e.g., Daniel J. Hemel & Lisa Larrimore Ouellette, Beyond the Patents—Prizes Debate, 92 TEX. L. REV. 303, 303–04 (2013) (arguing for a pluralistic innovation policy that incorporates patents, prizes, grants, and tax credits); Camilla A. Hrdy, Commercialization Awards, 2015 WIS. L. REV. 13, 13–14 (arguing that commercialization awards can in some instances be a more efficient innovation policy tool than commercialization patents); Amy Kapczynski, The Cost of Price: Why and How to Get Beyond Intellectual Property Internalism, 59 UCLA L. REV. 970, 970, 1001–02 (2012) (arguing based on efficiency and distributive justice concerns that government should “pay less attention to IP and more attention to its alternatives” such as government procurement); Peter Lee, Social Innovation, 92 WASH. U. L. REV. 1, 47–59 (2015) (arguing that many valuable “social innovations” are supported by non-patent incentives including government grants and social capital markets); see also Brett Frischmann, Innovation and Institutions: Rethinking the Economics of U.S. Science and Technology Policy, 24 Vt. L. REV. 347, 376–95 (2000) (developing a framework for evaluating and choosing between different innovation incentives including IP, tax, grants, and procurement, and arguing in favor of a “mixed incentives” policy); Joshua D. Sarnoff, Government Choices in Innovation Funding (With Reference to Climate Change), 62 EMORY L.J. 1087, 1116–23 (2013) (providing a “[t]axonomy of [g]overnment [i]nnovation [f]unding [m]echanisms” including tax and other forms of subsidies); Michael J. Graetz & Rachael Doud, Technological Innovation, International Competition, and the Challenges of International Income Taxation, 113 COLUM. L. REV. 347, 350 (2013) (noting that government support for R&D “comes in many forms,” including “legal protections for IP” and “tax benefits for both R&D itself and the gains from innovation.”).

6. Public financing for innovation was the primary form of innovation incentive explored at the two Yale Law School “Innovation Beyond IP” conferences held in March 2014 and March 2015, respectively. See also SUZANNE SCOTCHMER, INNOVATION AND INCENTIVES 242–43 (2004) (“[A] single innovation may be funded in two ways: by the public sector out of general revenue, and through proprietary prices under an intellectual property regime.”). There are other ways for government to influence innovation besides IP and innovation finance. For instance, government can use regulations that penalize innovators for failing to innovate. See Ian Ayres & Amy Kapczynski, Innovation Sticks: The Limited Case for Penalizing Failures to Innovate, 82 U. CHI. L. REV. 1781, 1781 (2015) (drawing a distinction between penalties for failure to innovate and incentives to innovate, and arguing that under specific circumstances penalties for failure to innovate can play a valuable role in innovation policy); see also Gregory N. Mandel, Regulating Emerging Technologies, 1 L., INNOVATION & TECH. 75, 75 (2009) (discussing the challenges of regulating emerging technologies).

7. CHRISTINE GREENHALGH & MARK ROGERS, INNOVATION, INTELLECTUAL PROPERTY, AND ECONOMIC GROWTH 24–25 (2010) (noting that taxes or subsidies can be used to correct negative or positive externalities).
consumers. Rather than relying on patents to foster innovation in nanotechnology, governments could offer more direct funding to firms to increase incentives to enter uncertain nanotechnology markets.

Innovation finance is an enticing prospect with a growing number of supporters from both inside and outside the IP field. For example, a Nobel-prize winning economist has concluded that if government has sufficient information and is able to solve the challenge of raising revenues and discriminating between good and bad research projects, the strategy of directly subsidizing innovation would in every case “dominate that of enhancing intellectual property rights.” But this discussion is missing a more fundamental issue. Even if public financing for innovation is sometimes fairer and more efficient than IP, it is not clear whether innovation finance should be supplied or administered by the national government or by subnational governments such as states, cities, and metropolitan regions. This Article tackles this question and, more broadly,


9. Lisa Larrimore Ouellette, Nanotechnology and Innovation Policy, 29 HARV. J.L. & TECH. 33, 36 (2015) (illustrating that in the nanotechnology field governments across the world “have played an essential role not only by funding basic research, but also by crafting infrastructure to lower the barriers to entry, and by providing substantial direct funding to firms to help mitigate the risk of entering uncertain nanotechnology markets”).

10. This is a big “if.” IP scholars fiercely debate whether and when innovation finance should be preferred. See discussion infra Part III.

11. See Joseph E. Stiglitz, Knowledge as a Global Public Good, in GLOBAL PUBLIC GOODS 308, 312 (Inge Kaul et al. eds., 1999) (concluding that “[i]f government could costlessly raise revenues for financing the support and if government were effective in discriminating between good and bad research projects, clearly this strategy would dominate that of enhancing intellectual property rights, for the latter strategy entails static distortions (the monopoly prices associated with patent rights result in prices exceeding marginal costs) and the inefficient utilization of knowledge”). But see, e.g., F. Scott Kieff, Property Rights and Property Rules for Commercializing Inventions, 85 MINN. L. REV. 697, 705–17 (2001) (identifying various problems with “reward alternatives” to patents).

12. This Article uses the term “subnational government” in reference to states, cities, and regional governments; and it sometimes use the term “local government” for convenience. But these levels of government are structurally distinct. States have their own constitutions that delegate authority to local governments within their jurisdictions. SANDRA STEVENSON, UNDERSTANDING LOCAL GOVERNMENT 9 (2009) (“Local governments are completely beholden to state governments for their existence and authority.”). This Article does not address the debate among local government law scholars
the question of which level of government should be responsible for which aspects of innovation policy. The Article concludes that intellectual property law—specifically patent law—should be federal law, but that innovation finance should, with important exceptions, be supplied by the state, city, or other subnational government in which the innovation actually occurs—that is, where the research is performed and commercialized.

In reaching this conclusion, I rely on what Robert Cooter and Neil Siegel call “collective action federalism theory,” which in turn is derived from longstanding economic theories of federalism. Under collective action federalism theory, federal action is justified for resolving a particular public problem only when subnational action produces external costs or benefits for other jurisdictions (externalities or spillovers), and the costs of negotiation between subnational governments to resolve these externalities are very high; otherwise, power should be assigned to the smallest unit of

regarding how much power local governments should have vis-à-vis states. See, e.g., Nestor M. Davidson, Cooperative Localism: Federal-Local Collaboration in an Era of State Sovereignty, 93 Va. L. Rev. 959, 962 (2007) (challenging “the prevailing view of local governments as powerless instrumentalities of the states”).

13. This Article does not discuss copyrights and trademarks because the degree to which they operate as innovation incentives is unclear. But the jurisdictional trajectory of state copyrights and trademarks resembles that of patents: they started as state rights and became federal rights as interstate commerce made local protections increasingly infeasible. On remaining state protection for copyright in sound recordings, see Goldstein v. California, 412 U.S. 546, 573 (1973); see also Michael Erlinger, Jr., An Analog Solution in A Digital World: Providing Federal Copyright Protection for Pre-1972 Sound Recordings, 16 UCLA Ent. L. Rev. 45 (2009); Eva E. Subotnik & June Besek, Constitutional Obstacles? Reconsidering Copyright Protection for Pre-1972 Sound Recordings, 37 Colum. J.L. & Arts 327, 329–30 (2014). On trademark law’s jurisdictional trajectory from state to federal rights, see Lee Ann W. Lockridge, Abolishing State Trademark Registrations, 29 Cardozo Arts & Ent. L.J. 597 (2011); Mark McKenna, Trademark Law’s Faux Federalism, in Intellectual Property and the Common Law (Shyamkrishna Balganesh ed., 2013); Peter S. Menell, Regulating “Spyware”: The Limitations of State “Laboratories” and the Case for Federal Preemption of State Unfair Competition Laws, 20 Berkeley Tech. L.J. 1363, 1381–83 (2005). Section V.C.3 discusses trade secret law briefly, noting that trade secret laws are different from patents because they do not mandate disclosure of information that can easily be replicated in other jurisdictions. Thus, unlike patents, trade secrets can be effectively protected without national jurisdiction.


15. Cooter and Siegel acknowledge the economic federalism literature as the major precursor for their theory. See, e.g., Cooter & Siegel, supra note 14, at 137 n.102 (noting that an “early formulation” of their approach can be seen in work by economists such as Wallace Oates). For further discussion see infra Part IV.
government that internalizes the effects of its exercise. Cooter has called this the “internalization principle.”\textsuperscript{16} With respect to public financing for public goods, the theory prescribes that the federal government should be responsible for supplying “national public goods” like national security, which produce relatively equal benefits for everyone in the country, but that subnational governments should be responsible for supplying “local public goods” like bridges, parks, and fire protection, which mainly benefit the residents of a particular geographic community.\textsuperscript{17}

Cooter and Siegel argue that their theory explains and justifies Congress’ power under the IP Clause to “promote the Progress of Science and useful Arts” by “securing” the “exclusive Rights” of “Authors and Inventors” to their “respective Writings and Discoveries.”\textsuperscript{18} “Because the problem of unauthorized use extends across state lines,” they write, “the problem is national and Congress is better placed than the states to solve it.”\textsuperscript{19} But this Article argues that collective action federalism theory and its guiding internalization principle mandate a different conclusion depending on which type of innovation policy we select: intellectual property rights or innovation finance. Although Cooter and Siegel are correct that subnational governments cannot generally internalize the benefits of their patent laws because they cannot efficiently prevent imitation and competition within a national marketplace,\textsuperscript{20} subnational governments internalize many of the benefits of public spending on innovation.

The common wisdom is that innovation produces significant national and indeed global benefits because knowledge produced in one location inevitably “spills over” to other jurisdictions.\textsuperscript{21} But significant empirical and

\begin{footnotesize}
\begin{enumerate}
\item Cooter, note supra note 14, at 137; see also infra Part IV.
\item See infra Part IV.
\item U.S. CONST. art. I, § 8, cl. 8.
\item Cooter & Siegel, supra note 14, at 149.
\item Camilla A. Hrdy, State Patents as a Solution to Underinvestment in Innovation, 62 U. KAN. L. REV. 101, 111 (2014) (“Given the externalities associated with the creation of new inventions and the difficulty of protecting them in an interstate market—along with the heavy administrative cost of multiple state patent offices—it would be expensive, inconvenient, and socially wasteful if inventors had to rely solely on a patchwork of state rights.”). C.f. John F. Duffy, Harmony and Diversity in Global Patent Law, 17 BERKELEY TECH. L.J. 685, 694 (2002) (arguing that “[j]ust as the externalities provide a justification for the existence of a patent system, so too do they provide a reason for [global] harmonization of patent law”).
\item As David Audretsch and Maryann P. Feldman put it, “there is no reason that knowledge should stop spilling over just because of borders, such as a city limit, state line, or national boundary.” See David B. Audretsch & Maryann P. Feldman, Knowledge Spillovers and the Geography of Innovation, in 4 HANDBOOK OF URBAN AND REGIONAL ECONOMICS (2004), http://www.econ.brown.edu/Faculty/henderson/Audretsch-Feldman.pdf, at 6.
\end{enumerate}
\end{footnotesize}
theoretical research shows that the immediate economic impacts of innovation tend to be highly concentrated in the geographic regions in which it occurs.22 These regions are the so-called “innovation clusters” like Silicon Valley, California and Boston, Massachusetts, where high tech firms and their employees reside, consume local services, and pay taxes.23 According to the economic federalism literature and the internalization principle, public financing for innovation should arguably come from the specific city, state or other subnational community that captures the economic benefits of innovation. The result should be more investment in the kinds of innovation that benefit particular communities, more efficient clustering of mobile firms and residents into different technology areas, and (a fortunate side-benefit of following the internalization principle) more experimentation in law and policy.24

Rather than stopping with this theoretical result, this Article also shows that this conclusion is borne out in practice. Even though states no longer grant patents,25 states supply significant amounts of funding and tax incentives for research and commercialization.26 The federal government certainly plays the dominant role in funding basic science with few commercial prospects and research related to national mission areas such as defense and public health, where subnational governments lack sufficient incentives to supply public financing.27 But the federal government’s support for commercialization and innovation outside of these mission areas is comparably minimal.28 Meanwhile, U.S. states and even some cities are

---

22. See discussion infra Section II.C.
23. See discussion infra Section II.C.
24. See discussion infra Section IV.B.
26. See infra Section V.B.2.
27. See infra Section V.B.1. On the federal government’s role in basic research funding, see generally JOSH LERNER, THE ARCHITECTURE OF INNOVATION: THE ECONOMICS OF CREATIVE ORGANIZATIONS 20–21, 33 (2012).
28. For prior iterations of this observation, see, e.g., LEWIS M. BRANSCOMB & PHILIP E. AUERSWALD, TAKING TECHNOLOGICAL RISKS: HOW INNOVATORS, EXECUTIVES, AND INVESTORS MANAGE HIGH-TECH Risks 144 (2001) [hereinafter Taking Risks] (“Unlike the states, which are politically quite comfortable competing with one another to attract new business through active programs of R&D subsidies, federal politics views with suspicion government programs to assist individual firms.”); see also Peter Eisinger, The Rise of the Entrepreneurial State: State and Local Economic Development Policy in the United
increasingly financing innovation at all phases of development and in a wide range of technology areas.\(^{29}\) As this Article documents, states currently spend billions of dollars a year on a wide variety of innovation initiatives, including grants for research, R&D tax credits, venture financing for technology firms, and educational programs, in the hopes that mobile firms will locate and remain in the region.\(^{30}\)

My conclusion—that patent law should be national but that innovation finance often is and often should be subnational—has serious implications for innovation policy and the IP field. Specifically: if we follow the advice of academics who propose relying on public finance rather than patents, at least some of these incentives should be the responsibility of local governments. My conclusion also has implications for the economic federalism and public finance literature. While knowledge is often cited as an example of a “global public good” that creates significant free-rider problems and thus necessitates national if not international intervention,\(^{31}\) such statements are contradicted by the reality that, at least within the United States, a not-insignificant amount of funding for knowledge goods comes from local governments. In other words, innovation, and the new knowledge that innovation produces, sometimes behaves more like a local public good than a national public good.

This Article proceeds as follows. Part II discusses theoretical and empirical research suggesting that the immediate economic impacts of innovation—high-salaried employment, more spending on local businesses, increased tax revenues, and a greater store of “local knowledge spillovers”—are both highly localized and heavily concentrated in certain geographic regions within the country. Part III explains the two most common forms of innovation policy intervention—intellectual property and

---


30. See infra Section V.B.2.

innovation finance—and the costs and benefits of each. Part IV explicates the collective action federalism theory and situates it within the general theory of economic federalism. Part IV then applies the theory to innovation policy and discusses the theoretical benefits, and limitations, of local innovation finance incentives.

Part V illustrates that this theory appears to be a good descriptor of U.S. innovation policy today. In short: modern U.S. patent law is purely national. But outside basic research and selected mission areas, innovation finance is often subnational. While we lack empirical studies demonstrating whether local innovation programs are worth the cost or whether they are superior to alternative federal programs that might be created, economic federalism theory suggests that this allocation of authority could be good for local economies and good for innovation overall. That said, the theory also highlight serious limitations, including lingering externalities and the pernicious threat of persistent geographic inequality. These are potential areas for federal oversight and/or federal subsidy. Part VI summarizes and concludes.

II. GEOGRAPHICALLY LOCALIZED BENEFITS OF INNOVATION

The common utilitarian conception of the role of patents and of intellectual property rights generally is that IP encourages people and firms to innovate despite the difficulty of appropriating the full value of the benefits conferred on their innovations on society.32 “Innovation”—the application of new ideas to products, processes, or other aspects of a productive enterprise in a way that creates value for creators or consumers33—may benefit society at large in many ways. As patent law

32. R. Polk Wagner, Information Wants to Be Free: Intellectual Property and the Mythologies of Control, 103 COLUM. L. REV. 995, 1002 (2003) (“Intellectual property laws . . . allow for the creators of intellectual property to individually capture value associated with the information they present to the world; this is, after all, the fundamental utilitarian bargain, a reward for the creativity or innovation that society wants.”). But see Brett M. Frischmann & Mark. A. Lemley, Spillovers, 107 COLUM. L. REV. 257, 258 (2007) (“[T]here is no reason to think that complete internalization of externalities is necessary to optimize investment incentives . . . . Spillovers do not always interfere with incentives to invest; in some cases, spillovers actually drive further innovation.”).

33. Like other recent IP scholarship, this Article departs from the narrow definition of innovation used in patent law; it relies on the definition of innovation adopted by many economists, whose major concern is the impact of innovation on the economy and general wellbeing. See GREENHALGH & ROGERS, supra note 7, at 4. For an alternative definition of innovation commonly used in schools of information and communication, see EVERETT ROGERS, DIFFUSION OF INNOVATIONS 36 (2003) (“An innovation is an idea, practice, or object perceived as new by an individual or other unit of adoption.”).
scholars frequently emphasize, innovation generates new knowledge that in turn produces future innovation. 34 Indeed, according to famous studies by Edwin Mansfield, the majority of the benefits of particular innovations have come from developments made by others after the initial adoption. 35 In the more immediate term, innovation leads to exciting new products and services (at least for consumers who can afford them), 36 greater profits and growth prospects for firms (producer surplus), and potentially quite significant financial savings for consumers (consumer surplus). 37 Innovation can also have more pervasive and long-term impacts on human wellbeing. Innovation leads to higher-paying jobs, at least for some kinds of workers, 38 and is believed to spur economic growth over time. As Josh Lerner puts it, “[i]numerable studies have documented the strong connection between new discoveries and economic prosperity across nations and over time. The relationship is particularly strong in advanced

34. See, e.g., Wagner, supra note 32, at 1001–02 (“Creation begets more creation; invention leads to further invention.”).
35. See Edwin Mansfield, How Rapidly Does New Technology Leak Out?, 34 J. INDUS. ECON. 217, 217 (1985); see also Frischmann & Lemley, supra note 32, at 268 (noting that “[s]tatistical evidence repeatedly demonstrates that innovators capture only a small proportion of the social value of their inventions”).
36. The commercial fruits of innovation may be protected by IP or other forms of market power that limit competition. Some consumers may therefore be priced out. See discussion of deadweight loss infra Section III.B.1.
37. Consumer surplus is technically defined as the difference between the amount a buyer is willing to pay for a good and what they actually pay. See GREGORY MANKIW, PRINCIPLES OF MICROECONOMICS 137 (2010). For example, if an innovation in production allows a company to reduce the costs of producing a popular product and leads the company to lower prices, some consumers will pay less for the product than they can afford to pay. See GREENHALGH & ROGERS, supra note 7, at 12–14 (discussing the effects of innovation on consumers); Frischmann & Lemley, supra note 32, at 268 (discussing consumer surplus as a form of spillover generated by innovation). But importantly, innovation does not necessarily translate into consumer surplus, especially if firms have significant market power. For instance, through intellectual property rights, lead-time advantage, or secrecy, firms can keep prices high and experience the innovation’s value entirely through profits (producer surplus). SCOTCHMER, supra note 6, at 263 (discussing the relationship between, economic growth, consumer surplus, and IP); see also supra MANKIW, at 141 (defining producer surplus as the amount a seller is paid for a good minus its costs of production).
nations—that is, countries that cannot rely on copying others or on a rapidly increasing population to spur growth.”

But the economic impacts of innovation on society are not equal across geographic regions. To the contrary, a long line of theoretical and empirical research suggests that, even if innovation ultimately produces national and even global economic benefits, innovation’s major economic impacts are often highly localized. Even within a nation, even within a state, many of the concrete economic benefits of technological advance—new sources of profits and tax revenues, new forms of employment, and higher worker wages—are “overwhelmingly concentrated in a small number of geographic locations.” These lucky winners are the “innovation clusters”: regional economies made up of a critical mass of firms, institutions, and highly skilled talent whose core activities involve high levels of innovation.

39. LERNER, ARCHITECTURE OF INNOVATION, supra note 27, at 16 (“Since the pioneering work of Moses Abramowitz and Robert Solow in the 1950s, we have understood that technological change is critical to economic growth: innovation has not just made our lives more comfortable and longer than those of our great-grandparents, but has made us richer as well.”); see also Graetz & Doud, supra note 5, at 348 (noting that it is “clear and essentially uncontested among economists” that technological innovation is important to economic growth). For further discussion of the impacts of innovation on economic growth at the national level, see, for example, William Hubbard, Competitive Patent Law, 65 FLA. L. REV. 341, 349–52 (2013) (discussing the impact of domestic innovation on the United States’ competitiveness in the global economy).

40. See ENRICO MORETTI, THE NEW GEOGRAPHY OF JOBS 73–120 (2012) (documenting the divergent impact of the innovation sector on geographically distinct regions in the United States). As Moretti puts it,

[i]nvention creates enormous social benefits, in the form of new drugs, better ways to communicate and share information, and a cleaner environment. These benefits are diffuse, in the sense that consumers all over the world can enjoy them. But innovation also creates benefits in the form of new and better jobs. These benefits are overwhelmingly concentrated in a small number of geographic locations.

Id. at 81; see also, e.g., David Ibrahim, Financing the Next Silicon Valley, 87 WASH. U. L. REV. 717, 719 (2010) (noting that “[h]igh-tech firms are important drivers of U.S. economic growth in today’s knowledge economy, but gains from innovation-based economic growth are highly skewed toward a few regions”).

41. WEISSNER, supra note 2, at 3 (“Innovation clusters are regional concentrations of large and small companies that develop creative products and services, along with specialized suppliers, service providers, universities, and associated institutions. Ideally, they bring together a critical mass of skills and talent and are characterized by a high level of interaction among these entrepreneurs, researchers, and innovators.”); see also MARK MURO & BRUCE KATZ, BROOKINGS, THE NEW ‘CLUSTER MOMENT’: HOW REGIONAL INNOVATION CLUSTERS CAN FOSTER THE NEXT ECONOMY 11 (2010) (“Regional innovation (or industry) clusters are geographic concentrations of interconnected businesses, suppliers, service providers, coordinating intermediaries, and associated
A. CLUSTER THEORY

Generally speaking, clusters are “geographic concentrations of interconnected companies and institutions in a particular field.”42 The core tenet of cluster theory is that when participants in a field, including competitors, workers, and related firms and institutions, locate in the same physical space, they benefit from one another’s presence.43 In 1994, Michael Porter documented a number of industry “clusters” across the United States in a variety of industries, such as microelectronics, biotechnology, aircraft design, casinos, sawmills, clocks, agricultural equipment, and specialty foods.44

Although Porter presented the clustering phenomenon as novel—“a kind of new spatial organizational form in between arm’s-length markets on the one hand and . . . vertical integration, on the other”45—cluster theory is based on the longstanding concept of “agglomeration benefits.”46 The idea is that firms or individuals operating in a particular industry or trade, be it high technology or shoe-making, benefit when they locate near-by to one another because they can draw on the same markets of specialized labor, the same specialized suppliers and other infrastructure, and can more freely engage in exchange of ideas.47 As economist Alfred Marshall put it,
observing industry localization in the late nineteenth century, when people in the same trade locate near-by, “the mysteries of the trade become no mystery; but are as it were in the air . . .”48

One important result of cluster theory is increased productivity for all members of the cluster and—crucially for this Article—superior capacity to innovate due to locational proximity to others engaged in similar endeavors.49 Another important result is that members of a particular field should tend to locate in regions in which others in that field are already located.50 On this view, “the presence of a large number of firms and workers acts as an incentive for still more firms and workers to congregate at a particular location.”51 A corollary is that regions in which members of a field are already located can expect more to follow.52 So, for instance, if a single manufacturing company locates in a city, we should expect others companies that make the same product, as well as workers and suppliers, to locate in the same place and thereby benefit from sharing resources, talent, and ideas.53 This expansion of cluster size should theoretically continue until the benefits of co-location are outweighed by the costs, like traffic, crowding, pollution, and high prices for housing.54

B. “INNOVATION CLUSTERS” DISTINGUISHED

Over the years many researchers have focused their attention “on the phenomenon of clusters of innovation as distinct from clusters of production

48. Id. at 37 (quoting Marshall).
49. See Porter, supra note 42, at 81–84 (discussing various benefits that result from co-location); id. at 83 (“In addition to enhancing productivity, clusters play a vital role in a company’s ongoing ability to innovate.”).
50. In work that won him a Nobel Prize, Paul Krugman made the case that “increasing returns to scale are in fact a pervasive influence on the economy, and that these increasing returns give a decisive role to history in determining the geography of real economies.” See KRUGMAN, supra note 46, at 10.
51. Id. at 66–67.
52. See, e.g., Timothy Bresnahan, Alfonso Gambardella, & AnnaLee Saxenian, ‘Old Economy’ Inputs for ‘New Economy’ Outcomes: Cluster Formation in the New Silicon Valleys, in CLUSTERS, NETWORKS, AND INNOVATION 116 (Stefano Breschi & Franco Malera eds., 2005) (arguing that people and firms in the innovation sector choose to locate in regions “where other technology firms are already located” to obtain privileged access to their know-how).
activities.” 55 These days, it is far more common to see scholarship assessing the role of proximity and agglomeration benefits in high technology clusters like Silicon Valley than in clusters devoted to, say, paper manufacturing. 56

So what makes innovation clusters different? At first glance, the agglomeration benefits that drive localization in high-tech clusters like Silicon Valley appear quite similar to those that drive localization in industries that engage in little research. 57 The same factors—sharing inputs like suppliers and infrastructure and the ability to draw on the same pools of specialized labor—might explain location decisions and resulting increases in productivity in either case. As Krugman puts it, discussing the Silicon Valley and Route 128 success stories, “[t]his is just the labor pooling


56. For example, there is a vibrant debate in legal scholarship regarding what caused the success of regions like Silicon Valley. Some argue that locational proximity and open flows of people and information contribute to regions’ success. See ANALEE SAXENIAN, REGIONAL ADVANTAGE: CULTURE AND COMPETITION IN SILICON VALLEY AND ROUTE 128 4 (2d ed. 2006) (discussing different “regional network-based industrial systems” and asserting that “[n]etwork systems flourish in regional agglomerations where repeated interaction builds shared identities and mutual trust while at the same time intensifying competitive rivalries”); see also ORLY LOBEL, TALENT WANTS TO BE FREE: WHY WE SHOULD LEARN TO LOVE LEAKS, RAIDS AND FREE RIDING 76–79 (2013) (discussing the role of agglomeration benefits in high-tech economies such as Silicon Valley and asserting that “[s]uccessful regions depend on a population of skilled and talented workers, and in turn these workers learn more quickly when they work in successful areas”). Some argue that law has played a significant role. See, e.g., Anupam Chander, How Law Made Silicon Valley, 63 EMORY L.J. 639, 641–42 (2014) (arguing that while standard accounts assert that Silicon Valley’s success can be explained by the economies of agglomeration, law—and IP and privacy laws in particular—played a more significant role in Silicon Valley’s rise and its global success than has been previously understood); LOBEL, supra note 56, at 75 (asserting that “[t]he research points strongly to the many benefits of weaker noncompetes,” and that “more competition and less control of talent flow encourage job growth, start-ups, and regional development”). Others disagree with this conclusion. See Jonathan M. Barnett & Ted Sichelman, Revisiting Labor Mobility in Innovation Markets, working paper (2016) (critically examining the evidence behind the assumption that legal regimes that enforce contractual and other limitations on labor mobility deter technological innovation), available at http://papers.ssrn.com/sol3/papers.cfm?abstract_id=2758854 (last visited Nov. 3, 2016).

57. See KRUGMAN, supra note 46, at 63–67.
story; the fact that the skill involves high technology, rather than shoemaking or tufting, may be of secondary importance.\textsuperscript{58}

But some argue innovation benefits more from proximity than rote production activities, making co-locating even more important and magnifying the benefits of co-location for all members of a cluster.\textsuperscript{59} The reason for this is said to be linked to Marshall’s observation that locational proximity gives those in the area—and only those in the area—privileged access to knowledge and information that is, so to speak, “in the air.”\textsuperscript{60}

Since Marshall’s work in the late nineteenth century, many scholars have studied the particular role in regional economies of what are now commonly called “local knowledge spillovers”: defined as “knowledge externalities bounded in space,” which allow companies operating nearby important knowledge sources to introduce innovations at a faster rate than rival firms located elsewhere.\textsuperscript{61} Local knowledge spillovers can encompass a broad range of knowledge and information, including “tacit” know-how required to practice science-based inventions,\textsuperscript{62} informal “know-how trading” between employees at different firms located in the same area,\textsuperscript{63} and—most broadly—what Eric Von Hippel calls “sticky information.”\textsuperscript{64}

---

\textsuperscript{58} See KRUGMAN, supra note 46, at 65.

\textsuperscript{59} See, e.g., Luigi Orsenigo, \textit{Clusters and Clustering}, in \textit{CLUSTER GENESIS: TECHNOLOGY BASED INDUSTRIAL DEVELOPMENT} 196 (Pontus Braunerhjelm & Maryann P. Feldman eds., 2006) (discussing research in the geography of innovation that suggests “innovation is more spatially concentrated than production activities”); see also Feldman & Kogler, supra note 55, at 385 (“Innovation is more geographically concentrated than production. Even after controlling for the geographic distribution of production, innovation exhibits a pronounced tendency to cluster spatially.”).

\textsuperscript{60} KRUGMAN, supra note 46, at 37 (quoting Marshall).

\textsuperscript{61} See, e.g., Stefano Breschi & Francesco Lissoni, \textit{Knowledge Spillovers and Local Innovation Systems: A Critical Survey}, Liuc Papers n. 84, \textit{SERIE ECONOMIA E IMPRESA} (Mar. 2001), at 1, http://www.biblio.liuc.it/liucpap/pdf/84.pdf. For a literature review, see id. at 1–10. See also GREENHALGH & ROGERS, supra note 7, at 204–05 (discussing various studies suggesting knowledge flows occur more rapidly in proximity despite improvements in distance communication).

\textsuperscript{62} MICHAEL POLYANI, THE TACIT DIMENSION (1966) (discussing science-based knowledge that can only be learned through personal exchange and practice).

\textsuperscript{63} Informal know-how trading refers to accumulated practical skills and proprietary information routinely and informally traded between innovators at different firms, even rivals. Von Hippel has conducted a case study of process know-how trading in the U.S. steel industry. See ERIC VON HIPPEL, THE SOURCES OF INNOVATION 6, 76–77 (1988).

Unlike Kenneth Arrow, who assumed that “[t]he cost of transmitting a given body of information is frequently very low,” Von Hippel argues that some information is simply “sticky,” meaning it cannot easily be transmitted or cannot be transmitted without incurring significant costs.\textsuperscript{65} The degree of stickiness depends on various factors, such as the geographic significance of the innovation and how much tacit science-based knowledge is involved that cannot be easily be codified.\textsuperscript{66} The point is that when the cost “to acquire, transfer, and use information” is high, then it may be more cost-effective to collocate the problem-solvers (people) and the resources required to solve the problem, such as factories, equipment, and natural resources, in a single location.\textsuperscript{67} Some hypothesize that the stickiness of highly technical information, in particular, explains why companies wishing to license inventions from universities tend to locate nearby to the university,\textsuperscript{68} why corporate labs are often designed to bring many experts together into one place,\textsuperscript{69} and why firms in fast-paced fields tend to locate nearby to their direct competitors.\textsuperscript{70}

C. THE BENEFITS OF INNOVATION FOR THE LOCAL ECONOMY

There is also reason to believe that the economic gains for the surrounding community are more extensive in the “innovation sector” than in other industries.\textsuperscript{71} There are three main reasons for this. First, as just explained, innovation is thought to benefit more from locational proximity than non-innovative production. This means that high-tech firms tend to be

\textsuperscript{65} Id. at 429 (quoting Kenneth Arrow, Economic Welfare and the Allocation of Resources for Invention, in THE RATE AND DIRECTION OF INVENTIVE ACTIVITY 609, 614–15 (1962)).

\textsuperscript{66} Id. at 429–39.

\textsuperscript{67} Id. at 429.

\textsuperscript{68} See Peter Lee, Transcending the Tacit Dimension: Patents, Relationships, and Organizational Integration in Technology Transfer, 100 CALIF. L. REV. 1503, 1536–40 (2012) (discussing the importance of geographic proximity in licensing technology generated at universities and citing empirical studies purporting to confirm the role of proximity in capturing university knowledge spillovers).

\textsuperscript{69} LERNER, THE ARCHITECTURE OF INNOVATION, supra note 27, at 21–23 (explaining how the need to combine many experts and the importance of proximity for encouraging knowledge flows can affect corporate structure of corporate research labs).

\textsuperscript{70} Porter, supra note 42, at 83 (arguing that clustering plays a vital role in companies’ “ongoing ability to innovate” because companies within clusters can obtain important information more quickly).

\textsuperscript{71} The following section distills many of the points made by Enrico Moretti in the second chapter of his 2012 book, The New Geography of Jobs. See MORETTI, supra note 40, at 45–72. For Moretti, defining features of the “innovation sector” include that firms in the sector rely on innovation to make their profits; the innovation sector firms often perform significant research up front; and they tend to “make intensive use of human capital and human ingenuity.” Id. at 55, 67, 48.
located nearby to one another, and that once high-tech companies cluster in an area, others are likely to follow.\textsuperscript{72}

Second, companies in the innovation sector tend to make higher profits because of the way they make their money.\textsuperscript{73} By definition, an innovation must be to some degree novel.\textsuperscript{74} This novelty feature is significant, economically speaking, because—while it may require significant up-front investment—novelty, once achieved, allows innovators to command market power and therefore to charge above marginal cost (more than it costs to produce one additional unit of a good or service.).\textsuperscript{75} This means higher profits, which can be distributed to owners or funneled into further research or employee wages.\textsuperscript{76} Higher profits also means innovators will likely pay more in taxes.\textsuperscript{77} As a result, innovative industries’ impact on producers, consumers, workers, and the overall economy can be far greater than in non-innovative industries.\textsuperscript{78}

Third, innovative firms tend to hire high-skilled workers that are in lower supply and thus in high demand—meaning they pay higher wages.\textsuperscript{79}

\begin{itemize}
\item \textsuperscript{72} Moretti, supra note 40, at 62 (“This clustering effect also exists in manufacturing, but it is particularly strong in high tech . . . .”).
\item \textsuperscript{73} Id. at 67 (“Innovation industries are fundamentally different from all other industries in how they make their profits.”).
\item \textsuperscript{74} An innovation need not be universally novel. It need only be new to a firm and new to some geographic market. See Greenhalgh & Rogers, supra note 7, at 5 (“We define an innovation as new to the firm and new to the relevant market.”).
\item \textsuperscript{75} See Greenhalgh & Rogers, supra note 7, at 9–12 (discussing the effect of innovation on a producer’s ability to charge above marginal cost); see also Mankiw, supra note 37, at 268, 303–08 (defining marginal cost as the increase in total cost that arises from an extra unit of production, and explaining that in competitive markets price equals marginal cost, but that in monopolized markets price exceeds marginal cost).
\item \textsuperscript{76} See Greenhalgh & Rogers, supra note 7, at 11–12 (explaining that when a monopolist is threatened with entry, an innovation can lower prices and benefit consumers while also leading to higher profits). Obviously, when the innovation is protected by a patent this effect is magnified. See Mankiw, supra note 37, at 309–10 (explaining that a patent enables the manufacturer of a pharmaceutical drug to charge above marginal cost and thereby increase profits until the patent term runs out).
\item \textsuperscript{77} That said, in practice many nations adopt tax breaks for IP owners that locate intangible assets in the jurisdiction rather than taxing them. For example, the increasingly common “patent box” offers a preferential tax rate for patent income. See Graetz & Doud, supra note 5, at 362–75 (discussing patent boxes in Europe and a proposed patent box in the United States). Also, IP owners may manage to avoid paying taxes on their IP by shifting their intangible assets to foreign jurisdictions. Id. at 399–401 (noting that companies use income-shifting techniques to “deflect IP income to low- or zero-tax countries even in circumstances where the value of the IP was created in the United States and the resulting products are sold in the United States”).
\item \textsuperscript{78} See Moretti, supra note 40, at 47–72 (explaining many reasons why innovative industries tend to have greater impacts on the economy).
\item \textsuperscript{79} See Moretti, supra note 40, at 72.
\end{itemize}
As Erik Brynjolfsson and Andrew McAfee explain, college educated workers have seen significant gains in their salaries over the past four decades, while wages for the less educated have stagnated. The reason, they argue, is that while low-skill jobs such as traditional manufacturing can be delegated to machines or to humans receiving very low wages, more complex and creative operations like science, programming, management, or marketing decisions “remain the purview of humans.” The more educated, skilled, and creative humans are, the higher they are in demand within innovation-intensive industries, and the more attractive their salaries must be. In other words, technological advance increases the price (wages) of high-skilled workers as compared to low-skilled workers.

In new research, economist Enrico Moretti has shown that people living in “brain hubs”—metropolitan areas with higher shares of college-educated workers and often higher shares of patents—do in fact have higher salaries. Specifically, “college graduates in brain hubs make between $70,000 and $80,000 a year, or about 50% more than college graduates in the bottom group.” Importantly, these gains are not restricted to innovator firms and high-skill employees. According to Moretti, innovation comes with a strong “multiplier effect”: economic gains for everyone located in the surrounding economy. When innovation industries become established in a location, this increases economic activity, employment, and even salaries for those who provide (non-innovative) local services like restaurants, barber shops, and retail.

81. Id. at 39.
82. Id. at 40; see also MORETTI, supra note 40, at 72 (“The supply of skilled and creative workers capable of innovating is increasing worldwide, as a growing number of young people in emerging economies obtain college and postgraduate education. But the demand for skilled and creative workers is rising even faster.”).
83. BRYNJOLFSSON & MCAFEE, supra note 38, at 40.
84. MORETTI, supra note 40, at 88–97.
85. Id. at 93, 94–95; see infra Section II.D (discussing these brain hubs in more detail).
86. MORETTI, supra note 40, at 13, 55–63 (discussing research suggesting that attracting scientists, software engineers, and other high-skill workers to a region increase demand for local services such as restaurants, hairdressers, therapists, and yoga instructors).
Moretti argues this multiplier effect is stronger in the innovation sector, mainly because workers in the innovation sector have more disposable income to spend on local services and more money to spend on construction and real estate. In addition, he argues that high-skilled workers spread knowledge and skills to others in the area, increasing their earning power. Somewhat amazingly, Moretti shows that in places where high-skilled workers reside, there is a positive correlation between the number of skilled workers in the city and the salary of their unskilled neighbors. Specifically, “the earnings of a worker with a high school education rise by about 7 percent as the share of college graduates in his city increases by 10 percent.” Moretti hypothesizes that skills that pass from workers operating in close proximity to one another—a phenomenon he calls “human capital externalities.”

The upshot is that the economic gains from innovation for the overall regional economy are extensive, and they are greater than in non-innovation sectors like traditional manufacturing. For these reasons, Moretti concludes, “More than any other sector, innovation has the power to reshape the economic fates of entire communities, as well as their cultures, urban form, local amenities, and political attitudes.” As Part V will discuss further, this is precisely why state and local governments are so eager to grow and attract innovation clusters in U.S. regions—not, say, clusters devoted to paper making.

D. WHERE ARE THE INNOVATION CLUSTERS TODAY?

The final question to ask is where precisely these lucky innovation clusters are located. Some places, like Silicon Valley and Boston’s Route 128, have become so strongly associated with innovation in the popular imagination that further inquiry seems unnecessary. But how do we

88. Moretti, supra note 40, at 61–62 (explaining why the “high-tech multiplier effect” is so much larger than that of other industries).
89. Moretti, supra note 40, at 97–99.
90. Id. at 98.
91. Id. at 99; see also Enrico Moretti, Human Capital Externalities in Cities, in HANDBOOK OF REGIONAL AND URBAN ECONOMICS (J. Vernon Henderson & Jacques F. Thisse eds., 2004).
93. Moretti, supra note 40, at 77.
94. See, e.g., Muro & Katz, supra note 41, at 4 (noting that federal and state and local policymakers are embracing the idea that “regional innovation clusters” have the power to re-shape an economy).
95. “[T]hroughout human history we have observed that creative activity has been concentrated in certain places and at certain times; consider Florence under the Medici,
identify the others, and what metric do we use to distinguish an innovation cluster from any other region?

There are various ways to observe more precisely where the innovation clusters are today. Patent counts and patents per capita is the most obvious indicator because they tell us where the innovators are probably located. The five states that generate the most patents are California, New York, Texas, Washington, and Massachusetts. The top four states (California, New York, Texas, and Washington) generate almost half of the patents granted in the United States. A similarly striking disparity in patent counts is seen at the level of metropolitan regions. As of 2013, around 63% of U.S. patents were developed by people living in just twenty metropolitan areas, home to only 34% of the U.S. population.

Another way to observe where innovation occurs, or is likely to occur, is to observe where people with a college degree are located. Here too, there is significant geographic disparity. Metro areas with the highest share of workers with a college degree include Stamford CT, Washington, DC, Boston, MA, Madison, WI, San Jose, CA, Ann Arbor, MI, Raleigh-Durham, NC, and San Francisco-Oakland, CA. Regions with the lowest

Paris in the 1920s, England during the Industrial Revolution, Silicon Valley and even Wall Street in more recent times. For every generation,” Feldman and Dieter Kogler write, “there is some location that captures the imagination as a locus of creative activity and energy.” Feldman & Kogler, supra note 55, at 384.

96. Various metrics are used to measure innovation, including IP ownership. See GREENHALGH & ROGERS, supra note 7, at 62–63. Other metrics include start-up activity, early-stage venture capital, and employment in high-tech services. Id. at 63.

97. MORETTI, supra note 40, at 82. As indicators of innovation, patents are imperfect, mainly because patents are both over and under inclusive. Many innovations are not patented, and any patented inventions are never transformed into successful innovations. See, e.g., id. at 83 n.1.


99. MORETTI, supra note 40, at 83.

share of college-educated workers include Merced, CA, Yuma, AZ, Flint, MI, and Houma-Thibodaux, LA.101

Assuming a strong correlation between patents and/or education and value-adding innovation, then these regions should be expected to experience significantly more of the economic benefits of innovation than other regions, even within the same country. The broader point is that innovation, while it obviously benefits society at large, does not benefit all geographic communities equally. People living in the innovation clusters above are likely to experience far more of the benefits—higher salaries, better public services, and generally higher standards of living—than people living outside the clusters. The implications of this reality are obviously tremendous. The remainder of this Article discusses the implications for innovation policy, and particularly for public financing of innovation.

III. INTELLECTUAL PROPERTY AND INNOVATION FINANCE

The subject of this Article, again, is how the geographic distribution of the benefits of innovation impacts innovation policy. What is innovation policy? As noted in the Introduction, scholars identify various mechanisms through which government can influence innovation.102 This Article restricts itself to the two major forms of innovation incentive: innovation finance and intellectual property. This section lays out the purpose and operation of each form of incentive, and the most commonly discussed costs and benefits of each. Part IV then discusses how geography influences which level of government should be responsible for which type of incentive.

A. GOVERNMENT INCENTIVES FOR INNOVATION, GENERALLY

As explained in the last section, innovation benefits society in many ways. But the common wisdom is that, absent incentives, people and firms will under-invest in research, invention and commercialization primarily as a result of the difficulty of appropriating the full value of their productions.103 The basic problem is that “an innovation can benefit more people and companies than just the innovating firm,” and the inability to internalize the full benefits of an innovation “may lead to an

101. MORETTI, supra note 40, at 94–95.
102. See SCOTCHMER, supra note 6, at 242–43.
103. See, e.g., GREENHALGH & ROGERS, supra note 7, at 17–23 (explaining various market failure in the production of innovation, including public goods, externalities, imperfections in capital markets, and unproductive racing).
undersupply.”

There are two common theoretical frameworks used to conceptualize this market failure. The first is that the knowledge generated through innovation is a “public good”: nonrival and nonexcludable and thus likely to be undersupplied by the private sector. However, although this may be true for a mathematical theorem or basic research performed in a public institution with no near-term application, it is often inaccurate to say that knowledge is nonrival and nonexcludable, especially with respect to applied knowledge in a highly competitive setting where various exclusion mechanisms are possible.

The second framework, which is superior for discussions of most commercial innovations, is that innovation creates positive externalities (or spillovers) for others that are not taken into account in private investment decisions. The purpose of intellectual property regimes like patents is said to be “to correct this externality by more closely aligning the private and social value of producing new information.” By giving inventors the chance to patent their inventions, patents increase incentives to invest in research and invention, and thereby indirectly increase their incentives to commercialize patented ideas.

But intellectual property rights are not the only incentive government can use to spur investment in innovation. Governments also use innovation

104. Id. at 17–18.

105. “Market failure” is used to describe a situation where there is a strong possibility that the market, guided only by the actions of private actors, will not lead to the optimal outcome. See GREENHALGH & ROGERS, supra note 7, at 18.

106. The basic definition of a public good is that it is nonrival (one person’s consumption of it does not interfere with another’s) and nonexcludable (others cannot efficiently be excluded from using the public good). MANKIW, supra note 37, at 218–21 (discussing typical kinds of public goods and explaining the “free-rider” problems associated with public goods). For IP scholarship using the public good justification see, for example, Wagner, supra note 32, at 1005–07.

107. Several sources note the ways in which knowledge in the commercial world does not behave as a public good at all. GREENHALGH & ROGERS, supra note 7, at 18–20. Once applied in a commercial product, knowledge can be quite rivalrous: imitation by a competitor, even though it does not deplete the value of the knowledge itself, depletes the profits of the first producer of the knowledge. Id. at 19. Many kinds of knowledge can be excluded even absent IP protection (e.g. through secrecy). Id. at 19–20; see also Tim Wu, Properties of Information & the Legal Implications of Same, COLUMBIA CTR. FOR L. AND ECON. STUDIES, Working Paper No. 482 (June 2014) (discussing recent literature noting the limits to information’s status as a public good).

108. GREENHALGH & ROGERS, supra note 7, at 20; see also Duffy, supra note 20, at 693 (noting that the patent system attempts to “account for the positive externalities associated with the creation of technical information”).

109. Duffy, supra note 20, at 694.

110. See, e.g., id. at 693–94.
finance: public financing for innovation drawn from public revenues.\textsuperscript{111} Innovation finance has the same general purpose as IP—to fund innovation in light of market failure and correct for the externalities associated with innovation—except rather than creating property rights, government uses public money to make up the difference between the social returns and the private returns from innovation.\textsuperscript{112} Examples of innovation finance include research grants, prizes, tax credits, public venture capital, investments in education and working training, and other direct expenditures of public money on the innovation enterprise.\textsuperscript{113}

B. \textbf{MAJOR DIFFERENCES BETWEEN INTELLECTUAL PROPERTY AND INNOVATION FINANCE}

The major distinctions between IP and innovation finance have been discussed by economists who study innovation such as Suzanne Scotchmer,\textsuperscript{114} and drawn out recently by IP scholars like Amy Kapczynski and Lisa Larrimore Ouellette.\textsuperscript{115} There are two dimensions to these discussions: efficiency and fairness.

1. \textit{Efficiency}

From the perspective of efficiency, the fundamental difference between IP and innovation finance is that IP does not involve an expenditure of public funds; IP relies on innovators and private markets to determine the technical and commercial value of an innovation. As Scotchmer put it, the “lure of intellectual property” as opposed to “public sponsorship” of innovation is that IP automatically “tap[s] ideas for invention that are widely distributed among firms and inventors.”\textsuperscript{116} Government does not have to tell

\begin{itemize}
  \item \textsuperscript{111} See, e.g., SCOTCHMER, \textit{supra} note 6, at 242–43.
  \item \textsuperscript{112} SCOTCHMER, \textit{supra} note 6, at 242–43; GREENHALGH \& ROGERS, \textit{supra} note 7, at 24–25.
  \item \textsuperscript{113} The literature on non-IP incentives to invest in innovation is vast and growing. See, e.g., Frischmann, \textit{supra} note 5, at 377–92 (discussing different forms of incentives including tax, research grants, and procurement); SCOTCHMER, \textit{supra} note 6, at 40–46 (discussing innovation prizes); Hemel \& Ouellette, \textit{supra} note 5, at 303 (discussing prizes, grants, and R&D tax credits); Hrdy, \textit{Commercialization Awards, supra} note 5, at 51–72 (discussing state and federal venture capital programs); see also JAMES BESSEN, \textit{LEARNING BY DOING: THE REAL CONNECTION BETWEEN INNOVATION, WAGES, AND WEALTH} 19–20 (2015) (discussing the need for investment in education and other incentives for encouraging “broad based learning of new technical skills”).
  \item \textsuperscript{114} See SCOTCHMER, \textit{supra} note 6, at 37–40.
  \item \textsuperscript{115} Kapczynski, \textit{supra} note 5, at 970–80; Hemel \& Ouellette, \textit{supra} note 5, at 303; see also Frischmann, \textit{supra} note 5, at 348–92.
  \item \textsuperscript{116} SCOTCHMER, \textit{supra} note 6, at 38.
\end{itemize}
people what or whether to innovate; it just creates the possibility of obtaining an IP right for a qualifying innovation.\footnote{117. \textit{Id.}; see also Hemel \& Oullette, \textit{supra} note 5, at 303 (observing that patents are “market-set”).}

On the other hand, IP rights create deadweight loss in the sense that some people cannot afford to pay for IP-protected goods who otherwise could.\footnote{118. As Kapczynski explains, “Because information should ideally be priced at zero, any positive price generates static (short term) inefficiency, which economists refer to as deadweight loss. This kind of net loss of social welfare occurs when people are excluded from using the good even though their willingnesses to pay are higher than the marginal cost.” Kapczynski, \textit{supra} note 5, at 982 (quoting SCOTCHMER, \textit{supra} note 6, at 36).} This deadweight loss is the “static,” short-term inefficiency of IP: where consumers cannot buy what they otherwise could in an unaltered market.\footnote{119. \textit{Id.} (“Positive price compromises not only static but also dynamic efficiency because information is an input and output of its own production process.”); see also Suzanne Scotchmer, \textit{Standing on the Shoulders of Giants: Cumulative Research and the Patent Law}, 5 J. ECON. PERSPECTIVES 29, 32–35 (1991) (asserting that patent incentives for initial creators can impede cumulative innovation by second-generation creators).} IP also creates “dynamic,” longer term inefficiencies because consumers of the innovation may themselves be innovators, and the existence of IP rights may prevent them from researching or marketing cumulative innovations that otherwise would have benefited society.\footnote{120. See Kapczynski \& Syed, \textit{The Continuum of Excludability and the Limits of Patents}, 122 YALE L.J. 1900, 1942 (2013) (concluding “that a patent system will predictably and systematically distort private investment decisions regarding innovation, overstating the value of highly excludable information goods and understating the value of highly nonexcludable ones,” and thus “fail to provide sufficient private returns to enable investment in certain information goods that clearly offer a net social benefit”). For a detailed discussion of the problem of patent-caused distortion of innovation in the pharmaceutical industry, see Sachs, \textit{supra} note 8, at 8–19.} Another problem, also highlighted in Kapczynski’s work, is that IP rights, and patents in particular, can distort investment in innovation at a structural level by awarding some forms of innovation but not others or by awarding some forms of innovation more than others.\footnote{121. For example, patents have a limited term length and so may be less valuable for innovations that take a long time to test and develop; patents cannot be obtained for publicly disclosed innovations\footnote{122. For example, some argue that drug companies lack sufficient incentives to innovate in manufacturing methods in part because they must rely mainly on secrecy to protect these methods. Nicholson Price, \textit{Making Do in Making Drugs: Innovation Policy and Pharmaceutical Manufacturing}, 55 B.C. L. REV. 491, 523 (2014) (arguing that “the unique aspects of trade secrecy—including its practical limitations, an unbounded timeframe, process specificity, and limitations on personnel—make it structurally less capable of incentivizing pharmaceutical innovation”).} and do not provide an incentive to innovate when the exclusive right is virtually impossible to enforce; and patents serve little
purpose when there is no private market at all absent government procurement.\textsuperscript{123} The risk of distortion of innovation, along with the usual concern about deadweight loss, has led scholars like Kapczynski to be skeptical that exclusive rights, on their own, will ensure efficient production of new information.\textsuperscript{124}

In contrast, innovation finance avoids the static and dynamic inefficiencies of creating exclusive rights; applies to a broader variety of innovations, including those that are best kept secret or otherwise hard to protect through IP; and addresses multiple market failures, including where innovators have trouble raising money to finance their operations.\textsuperscript{125} Perhaps most importantly, because innovation finance is not dependent on signals from the market, it can accomplish something IP cannot: promote innovations with broad social consequences that are not necessarily profitable enough to be attractive under an IP-only regime. In this regard, scholars have explored many options besides just grants and prizes. For example, Peter Lee explains in a recent article that IP rights are especially ineffective at promoting “social innovations” in areas like health, safety, education, and environmental protection. Instead, social innovations rely largely on non-market mechanisms such as government funding and charitable markets.\textsuperscript{126}

These strengths have to be weighed against the fact that innovation finance requires some level of government involvement to determine how much the innovation is worth and how much public money government should spend on its success. Daniel Hemel and Lisa Larrimore Ouellette thus refer to innovation finance mechanisms such as grants and prizes as “government-set” rather than “market-set” rewards for innovation: they rely on public officials rather than decentralized markets and the forces of supply.

\textsuperscript{123} See Sachs, \textit{supra} note 8, at 8–19 (identifying and discussing three forms of patent-caused distortion in the pharmaceutical industry); see also Camilla A. Hrdy, \textit{Rachel Sachs: Prizing Insurance}, \textit{Written Description} (May 31, 2016), http://writtendescription.blogspot.com/2016/05/rachel-sachs-prizing-insurance.html.

\textsuperscript{124} See Kapczynski & Syed, \textit{supra} note 121, at 1960 (“If, as we have shown, property rights in information are themselves potentially distorting, then even if our sole aim is to achieve efficiency, we cannot assign decisions about allocation solely to the market.”).

\textsuperscript{125} For example, while patents address the appropriability problem, they do not directly address credit constraints in commercialization. Public financing for new companies may be superior to commercialization patents in this respect. See Hrdy, \textit{Commercialization Awards}, \textit{supra} note 5, at 43–51.

\textsuperscript{126} See Lee, \textit{supra} note 5, at 1–10. More recently, Rachel Sachs has argued that prescription drug insurance could be turned into a non-market mechanism for promoting pharmaceutical innovation. See Sachs, \textit{supra} note 8, at 34–41 (arguing that prescription drug insurance could be wielded as an innovation incentive in a way that addresses the “market-shaped innovation distortions” of patent law).
and demand to figure out how much a particular technology should be subsidized.\textsuperscript{127} When the government has more information than the private sector, then government has an easier time making this determination.\textsuperscript{128} But when the government does not have more information than the private sector, this necessarily requires public officials at some level “to figure out how much a particular technology should be subsidized” without the guidepost of supply and demand.\textsuperscript{129} Commentators have proposed various ways that government could link government rewards with market returns. For instance, before funding research, government could require innovators to obtain matching funds from private investors to mitigate the risks associated with choosing between different projects or different avenues or research.\textsuperscript{130} But the mechanisms are by no means perfect. Thus, just like with IP, innovation finance is likely to result in some deadweight loss, including wasted public money on bad investments and distortion of innovation decisions in the private sector.\textsuperscript{131}

2. **Fairness**

According to Scotchmer, IP is also likely to be fairer in many cases because innovations that are covered by IP rights are ultimately financed directly by users of the innovation rather than general taxpayers.\textsuperscript{132} As she put it, with IP, “[e]ach innovation is paid for voluntarily through proprietary prices.”\textsuperscript{133} In contrast, innovation finance mechanisms like procurement and prizes will often draw on general taxpayer revenues to finance innovations that benefit some taxpayers but not others. While public funding for technologies that help entire populations, such as vaccines for common

\textsuperscript{127} Hemel & Ouellette, supra note 5, at 327. Hemel and Ouellette’s insight is that some forms of innovation finance, such as R&D tax credits, are more dependent on market signals than others.


\textsuperscript{129} Hemel & Ouellette, supra note 5, at 327.

\textsuperscript{130} See Hrdy, *Commercialization Awards, supra* note 5, at 14, 58–59 (“In order to mitigate the risks associated with government ‘picking winners,’ awards require obtaining private sector matching before money changes hands.”).

\textsuperscript{131} Deadweight loss in this context is the fall in total welfare due to people allocating resources according to the incentive rather than the true costs and benefits of the innovation. MANKIW, supra note 37, at 159, 242; see also Kapczynski, *supra* note 5, at 980–81.


\textsuperscript{133} SCOTCHMER, supra note 6, at 38; see also Hemel & Ouellette, supra note 5, at 346.
diseases, may be uncontroversial, in many situations, “different constituencies” may “argue for different R&D projects.” For instance, many would probably prefer users of discretionary consumer products like music players to subsidize the research that supplies those products, rather than everyone who pays taxes. As Scotchmer put it, “[t]axpayers might rightfully revolt if asked to bear the costs of developing, say, computer games.” In other words, with IP, people agree to pay more for what they want rather than being forced to pay for what they do not want through the tax system.

However, IP rights create other fairness issues. As Kapczynski has pointed out, IP rights can challenge the principles of distributive justice, which is concerned with the allocation of resources across society. Because IP rights tend to force consumers to pay more for products than they otherwise would in a naked market, the gains from IP-protected goods such as expensive pharmaceutical drugs are often unevenly distributed across society, limited to those people who can pay for access. In theory, innovation finance can be used to mitigate this problem or to deliberately redistribute resources from one segment of the population to another. For example, if government directly finances research into diseases that are more frequently found in poorer populations, this could constitute a redistribution of resources from the wealthy to the poor. On the other hand, some argue that IP rights themselves have a redistributive component. For example, Madhavi Sunder has argued that the expansion of global IP protections can serve as “a tool for protecting poor people’s knowledge” in undeveloped countries even as it protects the “knowledge and economic interests of the developed world.”

134. SCOTCHMER, supra note 6, at 39.
135. See id. at 38.
137. Kapczynski, supra note 5, at 995.
138. See id. at 993–96.
139. See MADHAVI SUNDER, FROM GOODS TO THE GOOD LIFE 174–78 (2012) (discussing the downsides of patents in supplying life-saving drugs to the poor, including pricing out poor consumers and insufficient research into “neglected diseases” that mainly afflict poor populations); see also Kapczynski, supra note 5, at 1001–02 (arguing that government procurement including prizes and contracts are promising alternatives to IP in distributive terms and might be used to facilitate access for the poor).
140. See, e.g., SUNDER, supra note 139, at 126–44 (arguing that IP rights such as patents, copyrights, and geographic indicators can provide a tool for protecting the knowledge and cultural heritage of poor people in less developed economies).
IV. THE ROLE OF JURISDICTION IN INNOVATION POLICY CHOICES

The upshot of the last section is that there are two ways to promote innovation and yet no principled way to choose between them. Both have costs and benefits, and in some cases they perform different functions. A previously unobserved dimension in this debate is the role of jurisdictional allocation in innovation policy choices. If optimizing efficiency in innovation policy is a goal, a good place to start is to consider which jurisdiction should be responsible for innovation policy and, more specifically, for which aspects of innovation policy. This section argues that, within the United States, which jurisdiction is responsible—national or subnational—depends in part on which policy tool is selected—intellectual property rights or innovation finance. In turn, which policy mechanism we choose may influence which jurisdiction is responsible. This section will show that if patents are selected, jurisdiction is more likely to be national or even global. If innovation finance is selected, however, jurisdiction should often be local.

A. COLLECTIVE ACTION FEDERALISM

In addressing the question of jurisdictional allocation, this section relies on the collective action theory of federalism, which appears in Cooter and Siegel’s oft-cited article, Collective Action Federalism: A General Theory of Article 1, Section 8. The basic rule is that the scope of national authority depends on whether there is a “collective action failure” that prevents states from resolving the problem in an efficient manner on their own. Whether a collective action failure exists depends on whether state action would produce severe inter-jurisdictional externalities (spillovers) that prevent effective resolution of the public problem and that states cannot resolve through inter-state negotiations because the transaction costs are very high. Otherwise, when no collective action failure exists, we should follow the “internalization principle”: assign power to the smallest subnational government that internalizes the benefits of its policies without creating spillovers for other regions.


142. Cooter & Siegel, supra note 14, at 118–19, 139–40 (explaining the relevance of transaction costs for their theory).

143. Id. at 137.
This theory is not new but is derived from longstanding literature on economic federalism.\(^{144}\) Cooter and Siegel’s innovation is to simplify the framework into two basic concepts—collective action failure and the internalization principle—and to argue that these concepts explain and justify the basic structural framework of the U.S. Constitution, in which the states possess all powers they had prior to ratification of the Constitution unless those powers are divested, expressly or implicitly, by the national powers specifically enumerated in Article I, Section 8.\(^{145}\) So while this Article uses Cooter and Siegel’s terminology, it actually relies on the body of economic federalism theory itself.

Economic federalism theory typically seeks to determine the optimal, most efficiency-enhancing allocation of authority between federal and state governments with respect to substantive areas of law.\(^{146}\) But it has also been adopted, for example, to decide whether jurisdiction should be assigned to federal or state courts.\(^{147}\) In that context, Richard Posner explains economic federalism in very similar terms to Cooter and Siegel, writing that the economic theory of federalism contains “a presumption in favor of shifting governmental power from higher to lower levels, from broader to narrower jurisdictions—for present purposes, from the federal to the state level.”\(^{148}\) (This is the internalization principle prescribing local jurisdiction.) However, “If either the benefits or the costs of a governmental action are

---

144. For examples of scholarship discussing common economic theories of federalism (often called simply “economic federalism”), see Robert P. Inman & Daniel L. Rubinfeld, *Rethinking Federalism*, 11 J. ECON. PERPS. 43, 45 (1997) (“The principle of economic federalism prefers the most decentralized structure of government capable of internalizing all economic externalities, subject to the constitutional constraint that all central government policies be decided by an elected or appointed ‘central planner.’”); Wallace E. Oates, *An Essay on Fiscal Federalism*, 37 J. ECON. LIT. 1120, 1122 (1999) (stating that the “basic principle of fiscal decentralization” is “the presumption that the provision of public services should be located at the lowest level of government encompassing, in a spatial sense, the relevant benefits and costs”). *See also* Richard A. Posner, *Toward an Economic Theory of Federal Jurisdiction*, 6 HARV. J.L. & PUB. POL’Y 41, 41–50 (1982) (applying economic federalism to address the optimal allocation of authority between federal and state courts).

145. *See* Cooter & Siegel, *supra* note 14, at 118–119; U.S. CONSTIT. art. I, § 8, amend. X. Jack Balkin provides a similar justification for the national government’s authority to regulate commerce under Article I, Section 8, Cl. 3. *See* JACK M. Balkin, *LIVING ORIGINALISM* 140 (2011) (“Properly understood, the commerce power authorizes Congress to regulate problems or activities that produce spillover effects between states or generate collective action problems that concern more than one state.”).

146. *See, e.g.*, Inman & Rubinfeld, *supra* note 144; Oates, *supra* note 144.

147. Posner, *supra* note 144, at 41 (“The specific question I want to address today is how economics, and specifically the economic theory of federalism, can aid decisions with respect to [the allocation of responsibilities between state and federal courts].”)

148. *Id.* at 45.
felt outside the jurisdiction where the action is taken, and the costs of negotiations between governments are assumed . . . to be very high, then there is a strong argument that the responsibility for the action should be assigned to a higher level of government with a broader jurisdiction.  

(This is the collection action failure necessitating federal jurisdiction.)

The economic federalism framework also closely resembles the “principle of subsidiarity” underlying the relationship between the European Union and its member states. “Under the principle of subsidiarity,” the European Union Treaty states, “in areas which do not fall within its exclusive competence, the Union shall act only if and in so far as the objectives of the proposed action cannot be sufficiently achieved by the Member States, either at central level or at regional and local level, but can rather, by reason of the scale or effects of the proposed action, be better achieved at Union level.”

The economic federalism framework has often been applied specifically to the financing of public goods. Here, economic federalism prescribes that the national government should be responsible for “national public goods” that implicate inter-jurisdictional spillovers, such as national security. In contrast, state and local governments should be responsible for “local public goods” that are associated with a physical location and mainly affect a local population. Typical examples of local public goods include parks and fire stations. Unlike national public goods, which are said to be “pure” public goods because they are characterized by a high degree of nonrivalry and nonexcludability, local public goods are not necessarily nonexcludable or even nonrival. At some point, local public goods may suffer from congestion (crowding), meaning that one person’s enjoyment of the good detracts from others’ enjoyment.

B. Application to Innovation Policy

We can now apply economic federalism theory to determine which level of government should be responsible for which aspect of innovation policy.

149. Id. at 45.
151. See Cooter, supra note 14, at 105–07; Cooter & Siegel, supra note 14, at 137–38. For a fuller explanation of the difference between national and local public goods and different mechanisms for supplying them, see Dennis Mueller, Constitutional Democracy 81–83 (1996) (discussing public goods at the local, city, regional, national, and global level); Joseph Stiglitz, Economics of the Public Sector 733–34 (3d ed. 2000) (using examples to illustrate the difference between local public goods and national public goods).
152. See Cooter, supra note 14, at 106; Cooter & Siegel, supra note 14, at 137.
153. See Cooter, supra note 14, at 105–07; Cooter & Siegel, supra note 14, at 137–38.
The simple question to ask is: what is the smallest level of government that internalizes the benefits of an IP regime, on the one hand, and innovation finance on the other?

When it comes to IP rights like patents, national jurisdiction is generally required. In most cases, IP creates too many spillovers—cross-border copying of inventions and creative productions—for states to protect on their own. Subnational governments like states have a difficult time appropriating the benefits of new knowledge generated in innovation through patent rights. The reason is that patents, like real property rights, operate through the mechanism of exclusion, and are only valuable to the extent that they actually prevent others from using the protected subject matter in the relevant market. Once the actual or potential market for an invention become interstate, state patent laws with limited jurisdictional reach simply cannot perform this function without risking out-of-state copying of their inventors’ patented inventions. Thus, if we choose patents as the innovation incentive, we are also necessarily choosing national, and probably eventually global, jurisdiction.

However, local governments can appropriate at least some of the benefits of innovation using innovation finance. Innovation finance incentives, such as research grants, prizes, and tax credits, do not operate through the mechanism of exclusion. Thus, the threat of instantaneous cross-border competition does not make them inherently ineffectual.

154. See Cooter & Siegel, supra note 16 (“Because the problem of unauthorized use extends across state lines, the problem is national and Congress is better placed than the states to solve it.”).

155. As noted above, IP scholars disagree over the degree to which innovators must internalize the benefits of their innovations, but, in the common utilitarian framework, the accepted role of IP is to assist creators in internalizing the benefits of their innovations by giving them reasonably effective rights of exclusion. Compare, e.g., Wagner, supra note 32, at 1033 (arguing that strong intellectual property rights in information “expands the total sum of open information available for further technological, cultural, and social development”), with Frischmann & Lemley, supra note 32, at 258 (asserting that complete internalization of externalities is not necessary to optimize IP-based incentives to innovate).

156. See, e.g., Hrdy, State Patents as a Solution, supra note 20, at 111 (observing that states cannot internalize all the benefits of the research and information produced by state patents); see also Hrdy, State Patent Laws in the Age of Laissez Faire, supra note 25, at 67–70 (on the end of U.S. state patent laws in the wake of interstate commerce).

157. As John Duffy has observed, externalities—the risk of cross-border copying and the flow of knowledge from one nation to another—is the primary justification for globally harmonized patent systems as well. See Duffy, supra note 20, at 693–700, 707–09.

158. Take a simple example. A state patent for an invention sold in interstate commerce is valueless or nearly valueless, assuming out-of-state competitors can quickly copy the invention and freely reproduce it. But the value of a state subsidy for the same invention,
Moreover, as discussed in detail in Part II, the immediate economic impacts of innovation tend to be geographically localized and concentrated in certain parts of the country. Although innovation produces various national benefits—including consumer surplus, long-term improvements in economic well-being, and knowledge spillovers with respect to information that is easy to transfer and that has widespread relevance in interstate markets—innovation also produces significant “internalities” for the jurisdictions in which innovation occurs, including high-paying employment, increased business activity, and increased tax revenues. In theory, local governments can, through the mechanism of public finance, capture enough of these benefits to give them an incentive to finance innovation.

Therefore, if one takes seriously the internalization principle and the economic federalism literature from which it is derived, state and local governments should sometimes be responsible for financing innovation as a local public good. If one chooses innovation finance as the innovation incentive, one may also necessarily be choosing a local jurisdiction.

C. The Benefits of Local Jurisdiction in Innovation Finance

There are various advantages to choosing local rather than national jurisdiction in innovation finance. Proponents of economic federalism give various efficiency-based justifications for adopting a baseline preference for localism in the absence of significant externalities. Richard Schragger identifies three common justifications: local governments’ stronger incentives to pursue policies that provide for a healthy local economy; the efficiency-promoting effects of inter-jurisdictional competition for mobile residents; and the greater propensity of state and local governments to take risks and adopt “policy experiments.” Without taking a stand on whether these views are correct, this Article briefly explains each below and how it may apply in the context of innovation finance.

such as a prize or a research grant, is not valueless. It can provide an incentive to research the invention ex ante or compensate the inventor for her labor after the fact.

159. This Article borrows the term “internality” from Professor Cooter. See Cooter, supra note 14, at 109; see also supra Section II.C.

160. As in the case of IP rights, one can argue over the degree to which states must internalize the benefits to adopt policies that support local innovation. This issue is discussed further infra Section IV.C.3.

1. Better Incentives to Design Effective Local Innovation Policies

The main efficiency-based justification that Cooter and Siegel provide for preferring a local jurisdiction in the absence of severe spillovers is that local officials are likely to have better incentives to supply, and design policies relating to, local public goods in a manner that meets residents’ needs and preferences.\textsuperscript{162} Specifically, Cooter and Siegel argue that residents “possess better information than nonresidents” when it comes to situating and scaling local public goods, and “stronger incentives than nonresidents to monitor the officials responsible for creating and maintaining” those goods; in turn, local officials have “better incentives than central officials” to supply the goods in response to residents’ demands.\textsuperscript{163}

An unstated assumption of Cooter and Siegel’s theory is that local officials must seek to satisfy the needs of local residents because otherwise residents will object and/or leave the jurisdiction.\textsuperscript{164} On this view, local governments are motivated largely by the threat of flight to other U.S. (or foreign) jurisdictions. In this sense, Cooter and Siegel’s theory resembles a slightly distinct theory of federalism, called “market-preserving federalism,” popularized by Barry Weingast.\textsuperscript{165} On this view, “inter-jurisdictional competition provides political officials with strong fiscal incentives to pursue policies that provide for a healthy local economy.”\textsuperscript{166} More specifically, Weingast explains, “As long as capital and labor are mobile, market-preserving federalism constrains the lower units in their attempts to place political limits on economic activity, because resources will move to other jurisdictions.”\textsuperscript{167}

\textsuperscript{162} Cooter & Siegel, \textit{supra} note 14, at 137–38 (explaining the claim that local officials should have better incentives than central officials with respect to supplying many local public goods); \textit{see also} Cooter, \textit{supra} note 14, at 106.

\textsuperscript{163} Cooter & Siegel, \textit{supra} note 14, at 138; \textit{see also} Cooter, \textit{supra} note 14, at 106.

\textsuperscript{164} Note that the “threat of flight” is not necessary for Cooter and Siegel’s view to hold. As Schragger notes, “The threat of exit need not be the only mechanism [motivating governments]; presumably electoral pressure will induce officials to act one way or another.” Schragger, \textit{supra} note 161, at 1854. That said, the notion that local officials are motivated by the threat of flight to other U.S. jurisdictions certainly strengthens Cooter and Siegel’s argument that local officials have stronger incentives than the national government to satisfy resident voters’ demands. \textit{See} Cooter & Siegel, \textit{supra} note 14, at 138 (“[L]ocal officials have better incentives than central officials for supplying local public goods.”).

\textsuperscript{165} \textit{See}, \textit{e.g.}, Barry Weingast, \textit{Second Generation Fiscal Federalism}, 65 J. URB. ECON. 279, 280–82 (2009); \textit{see also} Schragger, \textit{supra} note 161, at 1853–54 (explaining the core tenets and assumptions of market-preserving federalism).

\textsuperscript{166} \textit{See} Schragger, \textit{supra} note 161, at 1853 (quoting Weingast, \textit{supra} note 165, at 281).

The main implication of these views for innovation policy are that subnational governments should have exceptionally strong incentives to take actions that foster innovation at the regional level to the extent that the economic impacts of innovation are concentrated in the region and do not spill over significantly to other states. Local governments certainly attempt to foster regional innovation economies in practice. States typically have economic development offices whose primary responsibility is to design innovation incentives that will promote economic development, and to collect information and keep reports about ongoing progress and challenges to economic development in the region. As Part V will discuss, the pervasiveness and variety of local innovation incentives is staggering.

A further implication of Weingast’s view that the threat of flight motivates subnational governments is that local innovation policies should be more sensitive than federal innovation policy to the relatively near-term demands of the mobile actors that make up an innovation economy. They should be specifically designed to attract venture capital, research corporations, innovative start-ups, university faculty, highly skilled talent, and all the other mobile ingredients of a cluster.

As already alluded to, this holds true in practice. The explicit goal of U.S. state innovation incentives is to spur jobs and business activity in the region, potentially at the expense of others. As the next section will discuss, this is quite different from the tenor of federal innovation policy, which is more focused on the production of national public goods (mainly national security) and the production of information whose near-term economic value is not always clear.

notes, this particular view—that “the cost of capital flight drives officials’ behavior”—relies on the assumption that the national government does not experience the same level of inter-jurisdictional competition, presumably because the threat that residents will leave the United States altogether is not as realistic. Schragger, supra note 161, at 1853. But see id. at 1854–55 (questioning whether local officials really have stronger incentives to provide for a healthy local economy than central government officials).

168. See Cooter & Siegel, supra note 14, at 138; see also COOTER, supra note 14, at 106.


170. See Weingast, supra, note 165, at 281.

171. See discussion infra Section V.B.1.
2. **Tiebout Clustering**

A slightly different view is that local jurisdiction should be preferred in the absence of severe spillovers because inter-jurisdictional competition leads to more efficient provisioning of local public goods and efficient sorting of residents into appropriate locations. In an influential article, Charles Tiebout, hypothesized that local governments supply local public goods based on the demands of mobile “consumer voters,” who can “shop” among local jurisdictions for the community that best satisfies their preferences; therefore local jurisdictions will provide public goods that meet those preferences as efficiently as possible. The thrust of this argument, as one economist puts it, is that “[c]ompetition among communities . . . will result in communities’ supplying the goods and services individuals want and producing these goods in an efficient manner.”

According to Cooter, the major benefit of the Tiebout hypothesis is that “sorting diverse populations into groups with relatively homogenous tastes can give each of [those groups] their preferred public goods.” Cooter refers to this as “clustering”—where “[p]eople with similar tastes voluntarily cluster together in order to enjoy their preferred combination of local public goods.” For example, if one person values parks more than safe streets, and another values safe streets more than parks, each person can move to the locality that specializes in parks or safe streets, respectively.

Importantly, the Tiebout hypothesis is subject to major limitations, including that people are perfectly mobile and have full knowledge of the differences between possible jurisdictions; and many doubt whether efficient sorting of mobile residents occurs in practice. But nonetheless the Tiebout hypothesis has been used to support the assumption that a “competitive, decentralized system of local government goods provision would be more tailored to local conditions than a centralized one,” and that this configuration contributes to economic growth in regions such as the

---

172. See Inman & Rubinfeld, supra note 144, at 46 (explicating Tiebout’s hypothesis); STIGLITZ, supra note 151, at 734–36 (also explicating Tiebout’s hypothesis).
174. STIGLITZ, supra note 151, at 735.
175. COOTER, supra note 14, at 129.
176. Id.
177. Tiebout made clear that his theory only applied if certain assumptions are made—most importantly, that “consumer-voters are fully mobile and will move to that community where their preference patterns, which are set, are best satisfied.” Tiebout, supra note 173, at 419; see also Schragger, supra note 161, at 1857–59 (discussing the major limitations and critiques of the Tiebout hypothesis).
United States with federal constitutional systems and local government autonomy.\textsuperscript{178}

Tiebout clustering has obvious application in the context of innovation clusters. According to the theory, mobile residents—venture capital, research corporations, innovative start-ups, university faculty, skilled talent—will sort themselves into innovation clusters based on their shared preferences, and subnational governments will then tailor their programs to meet those preferences in competition with other states. Tiebout’s competitive location market should be more favorable to the creation of innovation clusters than a purely centralized policy.\textsuperscript{179}

Take the following example. All subnational governments that are interested in creating a certain type of technology cluster—say, electric vehicles—can compete with one another to design policies they believe will work best, crafting tailored incentives and supplying appropriate infrastructure. Meanwhile, other states can specialize in nurturing other technology areas where they see a comparative advantage: solar in Arizona, aviation in Illinois, medical research in Connecticut, and so on. Firms and talent working in these technology areas (Tiebout’s “consumer-voters”) can “vote with their feet,” locating in the places whose goals and policies suit their particular needs. The result would—theoretically—be higher-performing innovation clusters, and more innovation overall.

While it is not necessary to believe in the Tiebout hypothesis to support local jurisdiction over innovation policy—because, as mentioned, there are thought to be other benefits from relying on local officials to craft local policy—the Tiebout hypothesis does provide another justification for preferring local government when possible, and may have particular relevance if, as cluster policy advocates contend, innovation really does proceed more efficiently in clusters.\textsuperscript{180}

Importantly, as Schragger observes, efficient clustering via the Tiebout model can be obtained without full political decentralization of innovation

\textsuperscript{178} Schragger, supra note 161, at 1858 (describing and critiquing this assumption); id. at 1837 (challenging the thesis that political decentralization in America has promoted economic development).

\textsuperscript{179} I am hardly the first to make this argument. Maryann P. Feldman, whose empirical work Section V.B.2 discusses, has been making this argument for years. See, e.g., Maryann P. Feldman, Location, Location, Location: Creating Innovation Clusters, DEMOCRACY: A JOURNAL OF IDEAS (No. 21, Summer 2011) (“One of the strengths of American federalism is that each level of government has a role to play. In the case of clusters, regional and local agencies are better able than federal entities to tailor programs to the specific needs of local industry.”).

\textsuperscript{180} See discussion of cluster theory in Section II.C.
policy.181 Rather than requiring each subnational jurisdiction to fund and independently design its own innovation policies, the federal government could provide funding to local governments on a competitive basis and provide guidelines for them to follow in crafting their policies. For example, former Michigan Governor Jennifer Granholm has spoken in favor of a new “Race to the Top” program in which states would compete for federal funds to incubate clean energy innovation in sectors like solar, wind, or electric vehicles.182 Winners would use the funds to create various clean energy innovation incentives, from tax credits to partnerships with state universities.183 This competition could be expanded to cover the whole range of technology areas that the federal government thinks are important. As Granholm puts it, “Every state would have something to contribute.” California could focus on solar and Midwestern states on wind power, while Michigan could focus on electric car batteries.184 I discuss this more cooperative approach to innovation policy in a separate article.185

3. Innovation Policy Experiments

There is “another valid, and even more familiar, argument for preferring state government—the ‘experiments in separate laboratories’ argument.”186 “Decentralization,” Richard Posner writes, is said to provide “valuable information about the provision of public services because diverse polities naturally hit on different solutions to common problems and the results of these different solutions can be compared.”187

---

181. See Schragger, supra note 161, at 1858. That said, Cooter and Siegel stress the importance of fiscal fairness—the notion that local public goods should be financed using local taxes so that the beneficiaries of local public goods pay for them. Cooter & Siegel, supra note 14, at 138 (“[A] local public good can be financed by a local tax, which primarily hits the beneficiaries and misses nonbeneficiaries.”). This coincides with the “benefits principle” of taxation: the idea that people should pay taxes based on the benefits they receive from government services. See MANKIW, supra note 37, at 246.


184. Flint, supra note 182.


186. Posner, supra note 144, at 44; see also Schragger, supra note 161, at 1860 (“That state and local governments are valuable as laboratories of experimentation is a popular assumption . . . ”) (citing New State Ice Co. v. Liebmann, 285 U.S. 262, 310–11 (1932)).

Several scholars, including myself, have pointed out the importance of experimentation in patent law and innovation policy in particular. Lisa Larrimore Ouellette, for instance, has stressed the importance, in the patent law context, of promoting “innovation in promoting innovation.” However, this kind of experimentation in innovation policy design will only realistically occur if jurisdictions are first able to reap the benefits of their policies. Why would regions bother to innovate if they cannot reap the benefits of their policy experiments? Consequently, like Cooter and Siegel, this Article focuses primarily on the issue of which government has the better incentives to adopt which kinds of policies—which, in turn, boils down to the question of which level of government is the smallest jurisdiction that can actually internalize the benefits of those policies.

That said, assuming local governments do have sufficient incentives to experiment, this is another boon of localized governance in innovation policy. The diversity of programs discussed in Part V indicates that state governments in the United States are engaging in significant experimentation in terms of the amount, type, and particular design of innovation incentives. Moreover, there appears to be a significant amount of replication between states. At a National Academy of Sciences (NAS) symposium in 2009, local officials from a number of states (New York, Pennsylvania, Virginia, South Carolina, Kansas, Ohio, Washington, California, and Arizona) came together in Washington, D.C., to share...
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188. See, e.g., Camilla A. Hrdy, Dissenting State Patent Regimes, 3 IP THEORY 78, 87 (2013) (arguing that one benefit of state patent regimes is that states could “generate troves of valuable information about the effects of patents in the marketplace and . . . begin to experiment with designing patent laws that work more effectively”); Hrdy, State Patent Laws in the Age of Laissez Faire, supra note 25, at 489 (“Especially given the continued move towards global uniformity, patent law could benefit from the policy experiments that divergent state patent regimes would produce, turning the states into decentralized ‘laboratories’ for improving the functioning of patent law.”); Lisa Larrimore Ouellette, Patent Experimentalism, 101 VA. L. REV. 65, 68 (2015) (arguing that U.S. patent policy “should focus not on uniformity, but rather on improving innovation incentives through an evidence-based approach that depends on policy diversity”).

189. Ouellette, supra note 188, at 68.

190. Hrdy, Dissenting State Patent Regimes, supra note 188, at 83 (noting that state patents would generate “innovation spillovers” for innovators and competitors across the country.”); see also Ouellette, supra note 188, at 86–87 (noting that “unconstrained ‘laboratories’ may under-innovate due to the externalities of both innovation itself (jurisdictions also do not internalize [all] the benefits of innovation policy) and innovation about innovation (jurisdictions also do not internalize the benefits of policy experiments”); Brian Galle & Joseph Leahy, Laboratories of Democracy? Policy Innovation in Decentralized Governments, 58 EMORY L.J. 1333, 1335 (2009) (“State and local governments can be thought of as inventors without patents: because anyone can steal their new ideas, what incentive have they ever had to invent?”).

specific strategies for growing innovation clusters. As described by rapporteur Charles Wessner in his report following the NAS symposium, “These initiatives can be seen as an ongoing experiments that can yield valuable insights on the role and limits of public policy in encouraging cluster-based economic growth and development.”

Maryann P. Feldman, whose work on “state science policy experiments” Section V.B.2(b) discusses, has explicitly stressed states’ propensity to engage in experimentation in innovation policy design and to learn from one another’s experiences. On the other hand, Feldman observes, replication is not always a boon. States’ tendency “to attempt to follow the same strategies or develop industries that are similar to those established in other places” has downsides. “While it appears to be easier to follow the lead of another place,” Feldman writes,

> [T]his strategy certainly does not ensure success. Many emerging clusters within the United States and around the world often look to the successes of Silicon Valley and Route 128 as they attempt to promote their emerging economy. What can often be their downfall, however, is that these emerging clusters try to replicate the actions of the leading economies rather than fill a new niche by diversifying.

Therefore, one should take the benefit of more local innovation policy experiments with a grain of salt. As Wessner puts it in his remarks at the NAS symposium, it is helpful for local officials to learn what worked or failed elsewhere, and to extract “broader principles” from “analysis of the creation of clusters.” Wessner identifies three such principles: the presence of localized knowledge, a skilled workforce, and the availability of capital; opportunities for entrepreneurship and collaboration; and the presence of “appropriate incentives.” But, Wessner stresses, just as no two regions are identical, there is “no ready formula for recreating an innovation cluster.”

D. LIMITATIONS

The economic federalism model has significant limitations. The most obvious limitation is spillovers. As explained, the main justification for
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192. WESSNER, supra note 2, at 9.
193. Feldman, Location, Location, Location, supra note 179.
194. Id.
195. WESSNER, supra note 2, at 8.
196. Id. at 5 (categorizing these ingredients as capabilities, opportunities, and incentives) (citing MAGGIONI, supra note 54).
197. Id.
intervention by a national government is “collective action failure” among local governments caused by inter-jurisdictional externalities.\textsuperscript{198} Even when a public good is seemingly as geographically localized as a bridge or a cobblestone street, “local governments never fully internalize the costs and benefits of their local economic policies.”\textsuperscript{199} As shown below, local innovation policies can lead to externalities, both positive and negative, that necessitate national intervention through subsidy, preemption, or other regulations.\textsuperscript{200}

1. \textit{Positive Externalities}

The first type of externality is positive. Knowledge generated in one state may spill over to other states \textit{very quickly}, before the sponsoring state can capture any of the benefits. Without the option for federal funding, states may not fund these “high-spillover” innovations. Section V.B.1 discusses precisely which kinds of innovation are currently funded by the national government. First, states are unlikely to independently fund basic research in fields like physics and anthropology that have little near-term commercial relevance.\textsuperscript{201} Second, states are also unlikely to fund research related to “national public goods,” such as national security or public health, absent the chance to win federal research contracts. In short, one can make the following generalization: states’ incentive to invest in innovation is at its peak when the innovation is likely to engage the private sector and create concrete economic “wins” for the regions: employment, tax revenues, local investment, etc.\textsuperscript{202}

What should one do when externalities deplete states’ incentives to invest in research that nonetheless has high social value for the national as


\textsuperscript{199} Schragger, \textit{supra} note 166, at 1859 (emphasis added); \textsc{Stiglitz, supra} note 151, at 737.


\textsuperscript{201} See \textsc{Dan Berglund & Christopher Coburn, Partnerships: A Compendium of State and Federal Cooperative Technology Programs} 15 (1995) (“For example, state cooperative technology programs rarely support basic research because its results are so easily diffused before any special benefit can be gained (biotechnology can be an exception to this rule).”).

\textsuperscript{202} Id. (noting that, historically, states’ desire to capture economic benefits from their expenditures on innovation has “drive[n] states toward industrially related technology fields where new products and processes can be readily deployed by companies resident in the state”).
a whole? The answer, according to Wallace Oates, is that the federal government should provide matching funds. As alluded to, the basic principle of fiscal federalism is that “the lowest level of government encompassing, in a spatial sense, the relevant benefits and costs” should be responsible for financing public goods. However, this principle prescribes matching grants from the national government, or whichever government benefits, in cases where “the provision of local services generates benefits for residents of other jurisdictions.” This suggests a simple prescription: state innovation finance must be supplemented by robust federal funding of high-spillover innovations with little near-term commercial potential.

The existence of federal funding for research can have a significant impact on the economy of the region in which federal grant recipients locate. For example, following World War II, some regions of California developed their economies thanks to sizeable federal investments in defense research based at U.C. San Diego. Therefore, it should not be surprising that today many states fund public research partly to attract federal research grant recipients to the region. Section V.B.2 discusses this phenomenon further.

2. Negative Externalities

Local governments can also impose negative externalities on other regions. There are two types of negative externality problems. The first is distortion: where states’ investments in innovation lead to reduced private investments in innovations of national importance. For instance, imagine that Florida subsidizes a boat-hull design that has been in the public domain for years but requires further incentive to achieve successful commercialization. While subsidizing the boat-hull design does not directly harm states other than Florida, it could theoretically lead to more investment

203. Oates’s work on fiscal federalism heavily influenced Cooter and Siegel’s collective action federalism theory. See Cooter & Siegel, supra note 16, at 137 n.102 (citing OATES, FISCAL FEDERALISM (1972)).
204. Oates, supra note 144, at 1122.
205. Id. at 1127.
206. Id.; see also Inman & Rubinfeld, supra note 144, at 46.
208. This raises the possibility of wasteful competition among states for federal research dollars—a problem I discuss in a recent paper. See Hrdy, Cluster Competition, supra note 185.
in boat-hulls, and less investment in, say, innovations in clean energy—thereby reducing national welfare.\(^{209}\)

The second negative externality problem is the zero-sum game: where states become enmeshed in a zero-sum competition for talent, capital, and other scarce inputs to innovation and this competition results not in a net benefit for all states, but a net loss.\(^{210}\) As explained above, one implication of the economic federalism literature is that local governments craft incentives in a highly competitive atmosphere in which mobile residents choose among jurisdictions based partly on the different policies and services available. Local governments may therefore be tempted to design incentives whose main purpose is to lure away firms and talent from other places. For instance, Nevada passed a law in 2014 authorizing $1 billion in tax breaks for Tesla motor company to build a new facility to test and manufacture a new kind of electric car battery. The explicit purpose of this incentive was to encourage Tesla to locate its factory in Nevada rather than California or Michigan. Many doubt whether Tesla really needed that billion dollars for any reason other than to motivate its selection of Nevada over other states.\(^{211}\)

While this inter-jurisdictional competition can theoretically lead to efficiencies in the form of more effective local policy and propitious clustering of residents with similar preferences,\(^{212}\) it can also lead to
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\(^{209}\) This was the Supreme Court’s concern in *Bonito Boats v. Thundercraft Boats*, where the Court stated that state patents for unpatentable innovations might preclude investments in more innovative subject matter, and consequently decided to preempt state “patent-like rights.” See 489 U.S. 141, 150–61 (1989). But see Douglas G. Lichtman, *The Economics of Innovation: Protecting Unpatentable Goods*, 81 MINN. L. REV. 693, 713–18 (1997) (challenging the Supreme Court’s assumption about the effect of state incentives for unpatentable innovations on innovation).

\(^{210}\) See Peter Enrich, *Saving the States from Themselves: Commerce Clause Constraints on State Tax Incentives for Business*, 110 HARV. L. REV. 377, 377–95 (1996) (arguing that the states have become trapped in a zero sum competition for mobile firms and that this has led them to waste money on tax incentives that have little positive impact on local or national welfare); see also Schragger, supra note 166, at 1854 (noting that a questionable assumption of “market-preserving federalism” theory is that local policies geared towards “maximizing local revenue” will “do more than simply move existing economic development from old territories to new ones [and will] instead, induce new economic growth, either in the local jurisdiction or in the nation as a whole”); Kirk Stark & Daniel J. Wilson, *What Do We Know About the Interstate Economic Effects of State Tax Incentives?*, 4 GEO. J.L. & PUB. POL’Y 133 (2006) (examining empirical evidence regarding the effects of state tax incentives on other states).


\(^{212}\) For example, it could be that the $1 billion incentive package signaled to Tesla that Nevada was a superior location in which to conduct its electric car manufacturing and that Nevada values Tesla more highly than the other competing states. For this argument,
wasteful spending and purposeless movements from one state to another.\textsuperscript{213} Consequently, several commentators have asserted that negative impacts on the states as a whole justify judicial preemption of state innovation incentives under the Dormant Commerce Clause.\textsuperscript{214}

Of course, it’s very difficult for economists, let alone a court, to distinguish between illegitimate “raiding” of other states, and a value-adding innovation strategy. As more data is gathered, it could be possible to distinguish between incentives that lead to more productive activity than we would otherwise have and incentives that do nothing more than shift already-productive activity from one state to another.\textsuperscript{215}

3. \textit{Immobility and Broken Political Process}

For a variety of reasons—capture by powerful interest groups,\textsuperscript{216} lack of information, corruption, or simple incompetence—local officials may not design high quality, public-spirited innovation policies. Specifically, with respect to innovation finance, they may invest public money in innovations that do not pan out or that require no incentive in the first place. In these situations, the region will not experience economic benefits from the innovation or, if it does, the benefits will not make up for the lost revenues (i.e., this is deadweight loss). Unfortunately, the economic federalism model does not strictly care about the local costs of poorly crafted local innovation policies so long as the effects are confined to the jurisdiction. This is because the economic federalism theories presented above—that local officials have better incentives to craft local innovation policies, and that mobile firms, capital, and talent will sort themselves into efficient clusters—rely on two key assumptions about the local political process.
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\textsuperscript{213} See Clayton P. Gillette, \textit{Business Incentives, Interstate Competition, and the Commerce Clause}, 82 MINN. L. REV. 447, 457–63 (1997) (arguing that state incentives for businesses facilitate efficient competition for scarce resources and helps allocate those resources to the most suitable region that values them most highly).

\textsuperscript{214} See, e.g., Enrich, supra note 210, at 377–81.


\textsuperscript{216} See DANIEL CARPENTER & DAVID MOSS, \textit{PREVENTING REGULATORY CAPTURE: SPECIAL INFLUENCE AND HOW TO LIMIT IT} 13–14 (2014) (defining regulatory capture as the result or process by which regulation is consistently directed away from the public interest by the intent of industry itself).
The first assumption is that residents are effectively mobile and constantly seeking alternative locations with superior policies. The second assumption is that a functioning democratic process forces local officials to act in the public interest. As Weingast puts it, because the mobility of capital and labor limits officials’ ability to cater to minority interests, federalism “greatly diminishes the level and pervasiveness of rent-seeking and the formation of distributional coalitions.” The upshot, for our purposes, is that bad innovation policies risk innovators leaving or not entering the state and risk politicians being voted out of power by existing residents.

While I recognize commentators’ arguments that these assumptions do not always hold true in practice, it is beyond the scope of this Article to defend or reject the entire economic federalism model. My conception of local governments’ role in innovation policy is an ideal to strive for if not always a reality.

4. A Note on Geographic Inequality

A very different kind of problem is severe geographic inequality. Economic federalism’s main interest is in promoting efficiency in policy design and provisioning of public goods. As just explained, it achieves this goal by assuming that residents’ willingness to pay taxes and remain in the jurisdiction will produce those policies in practice. If Kansas needs a new university, Kansas shall have it. If angel investors refuse to come to the jurisdiction unless they can get a tax credit for investments in not-yet-profitable start-ups, the state will offer it, especially if other states are already doing so.

But in reality, not everyone—and not every state—has the same ability to actually pay for what it desires. Different locations across the United States have different constitutions of residents, some with much lower ability to pay for effective innovation policies than others. Kansas may not

217. Tiebout, supra note 173, at 419 (stating that his model is based on the assumption that “[c]onsumer-voters are fully mobile and will move to that community where their preference patterns, which are set, are satisfied”).
218. Cooter & Siegel, supra note 14, at 138 (asserting that local officials are effectively monitored by local residents); see also Weingast, The Economic Role of Political Institutions, supra note 167, at 5–6 (discussing the limits the threat of flight places on political actors).
actually be able to fund a new university and angel tax credits through tax policy or by taking on debt, even if Oklahoma or Massachusetts can. Economic federalism does not strictly care about this problem. So long as inter-jurisdictional competition for residents results in several high-performing innovation clusters across the country in different technology areas, it does not matter whether there are losers in this race.

As discussed in Section II.C, the United States is already to some degree divided into “dominant clusters” that “continually pull in firms, entrepreneurs and workers,” and “lower tier regions” that find it “difficult . . . to break into the dominant groups.”221 Should the federal government start to intervene? At what point do we decide as a national taxpaying body that—regardless of efficiency—this division between “dominant” and “lower tier” regions results in a level of geographic inequality that is socially undesirable?

I address these difficult questions in a separate article, where I show that beginning around 2010 the federal government has begun to intervene in the local competition to grow clusters by providing subsidies and other opportunities to help selected regions craft effective innovation policies.222 For example, in 2010, the America COMPETES Reauthorization Act authorized a new regional innovation program to assist state and local governments in developing clusters in selected technology areas. The Act explicitly gives preference to underdeveloped regions negatively impacted by trade.223 I argue that federal involvement in cluster competition can be justified based both on distributional concerns and based on efficiency. Not unlike the patent system, federal subsidies for regions to innovate in selected technology areas can theoretically prevent duplicative investments in research and technology development and limit rent-dissipating competition to be the next Silicon Valley.

V. FEDERAL AND STATE INNOVATION POLICY IN PRACTICE

Part IV addressed how theories of economic federalism suggest U.S. innovation policy ought to be structured. Collective action federalism and its guiding internalization principle mandate a different conclusion depending on which type of innovation policy we select: intellectual


222. See Hrdy, Cluster Competition, supra note 185.

property rights, on the one hand, or innovation finance, on the other. If patents are selected, jurisdiction is more likely to be national or even global due to the problem of spillovers. But if innovation finance is selected, jurisdiction should often be local since the economic benefits of innovation are highly localized to the region in which researchers, firms, and skilled workers locate.

This final Part is largely descriptive. I show that the internalization principle—which assigns authority to the smallest jurisdiction that internalizes the benefits of its policies and reserves national action for collective action failure—is a remarkably good descriptor for how federal and state governments actually respond to the problem of promoting innovation in their respective jurisdictions. Patent law is purely federal law and has become increasingly so over the centuries. Innovation finance is offered concurrently by national and local governments. With respect to commercial innovations for which there is already a private market and the potential for localized benefits is high, the innovation finance options are far more extensive at the state and local level.

A. PATENT LAW

Collective action federalism theory works very well for patent law. As I show below, patent law’s jurisdictional trajectory from state to federal rights seems to have been explicitly motivated by the problem of spillovers: cross-border copying of inventions protected in other states. Protecting patents, along with copyrights, may well represent a collective action failure that necessitates federal intervention under the IP Clause, just as Cooter and Siegel contend. On the other hand, states’ retrenchment from patent law stands in stark contrast with states’ historic and continuing role in protecting businesses’ trade secrets from misappropriation.

1. From State to Federal Rights

Prior to ratification of the Constitution in 1788, U.S. states had their own patent laws. However, the advent of interstate commerce challenged the efficacy of state-level patent regimes. Inventors ceased to be able to effectually protect their rights within a free-trading national marketplace. When the time came to draft a Constitution laying out the powers of the new federal government, no one appeared to object to James Madison’s famous statement in The Federalist No. 43 that “[t]he States cannot separately make

---

226. Id. at 67–70.
effectual provision for either . . . [patent or copyright] cases.”227 Thereafter, the Framers added the IP Clause to the Constitution with little discussion of the matter. In 1790 and 1793, two federal patent acts passed in rapid succession.228 A few states, such as New Hampshire and New Jersey, continued granting patents after ratification, but the Patent Act of 1793 clarified that these patents would be automatically relinquished upon obtaining a federal patent.229

In 1836, Congress created a national Patent Office to review applications and issue granted patents.230 The creation of a national Patent Office appeared to complete the federalization of the substance of patent law. Under the post-1836 system, writes Herbert Hovenkamp, “[t]he federal patent . . . evolved into a ‘property right’ that applicants could obtain through an administrative procedure intended to be politically neutral, and that patentees could practice or not at their will.”231 Meanwhile, Hovenkamp recounts, states’ role in the creation of property rights in inventions, as compared to corporate charters or other exclusive franchises, appeared minimal. Even as the granting of exclusive rights in corporate charters “remained largely a function of the states . . . the power to grant exclusive rights for inventions came to be seen as a federal prerogative.”232

This trend towards patent federalization makes sense from the perspective of the efficiency values underlying collective action federalism. The fundamental problem was that patent disclosures produced a severe inter-jurisdictional externality: benefits for other states at the expense of the state that offered the patents and copyrights.233 Prior to the existence of national patents, creators were forced to apply for rights in all states in

232.  Id. at 278. Corporate charters were different from federal patents because they created exclusive rights to operate an enterprise, such as a bridge or a toll road, in a physical space. On state monopolies in the nineteenth century, see Herbert Hovenkamp, Technology, Politics, and Regulated Monopoly: An American Historical Perspective, 62 TEX. L. REV. 1263, 1268 (1984).
233.  See Hrdy, State Patents as a Solution, supra note 20, at 83 (noting that “state patents would . . . generate valuable ‘innovation spillovers’ for innovators and competitors across the country”); see also EDWARD WALTERSCHEID, THE NATURE OF THE INTELLECTUAL PROPERTY CLAUSE: A STUDY IN HISTORICAL PERSPECTIVE 76 (2000) (“The most singular defect was that states could only legislate with respect to their own territory.”).
which they sought to market their invention or enforce their rights. This was costly from the perspective of rights owners, and it was risky from the perspective of states.\textsuperscript{234}

The problem could potentially have been resolved through inter-state bargaining. But this solution faced significant transaction costs, requiring an agreement among up to fifty states, each of which had an incentive to cheat by continuing to allow copying of the productions of their neighbors. As explained in Part IV, economic federalism theory favors nationalizing when the transaction costs implicated by inter-state bargaining are very high.\textsuperscript{235} Thus, patents and copyrights should, at a substantive level, generally be national rights to avoid the inefficiencies of bargaining between states.\textsuperscript{236}

That said, as I have previously shown, there are nonetheless instances in which states could productively grant patents for geographically localized innovations, such as advancements in agricultural technology, water conservation, or energy production. Unlike in copyright, patentable subject matter often has significant geographic dimensions and utility can vary from place to place.\textsuperscript{237} Markets for inventions may be limited to the region, as in the case of some agricultural innovations. Because commercialization in the patent context is difficult, the availability of a U.S. patent alone does not always ensure practice and implementation; a state patent could improve a developer’s incentive and ability to undertake local

\textsuperscript{234} See Hrdy, \textit{State Patent Laws in the Age of Laissez Faire}, supra note 25, at 67–70; Walterscheid, \textit{supra} note 233, at 76 (“Getting multiple state patents or copyrights was time consuming, expensive, and frequently frustrating.”).

\textsuperscript{235} Cooter & Siegel, \textit{supra} note 16, at 139–40 (discussing the “Federal Coase Theorem”).

\textsuperscript{236} Efficiency also likely weighs against giving state courts concurrent authority to make determinations of patent validity and infringement, though an analogy could be drawn to the dual system we currently have in which the Patent Trial and Appeals Board (PTAB) makes determinations of validity alongside federal courts. See Ben Picozzi, \textit{Comment, Finality in Parallel Patent Proceedings}, 125 \textit{Yale L.J.} 2519 (2016). On the gradual demise of state courts’ concurrent authority to entertain patent lawsuits, see Paul Gugliuzza, \textit{Patent Law Federalism}, 2014 \textit{Wis. L. Rev.} 11, 17–19 (2014). \textit{But see id.} at 27–75 (challenging the prevailing assumption that federal courts should have exclusive jurisdiction in cases arising under patent law); Edward Cooper, \textit{State Law of Patent Exploitation}, 56 \textit{Minn. L. Rev.} 313, 318–24, 344–73 (1972) (discussing various types of cases where state courts have historically been called upon to determine patent-related issues arising under tort and contract, and even to determine the scope and validity of patents).

\textsuperscript{237} See Goldstein v. California, 412 U.S. 546, 556–57 (1973) (“The patents granted by the States in the 18th century show, to the contrary, a willingness on the part of the States to promote those portions of science and the arts which were of local importance.”).
commercialization of high cost, high-risk ventures.\textsuperscript{238} Thus, I have previously argued that in certain circumstances states should be able to grant their own domestic patent rights in exchange for the promise to commercialize innovations of high local utility to the jurisdiction.\textsuperscript{239} The result should be more commercialization of socially valuable localized technologies as well as potentially useful experiments in patent law and policy.\textsuperscript{240}

2. \textit{A Contrast with Trade Secrets}

The internalization principle comes to a very different result for forms of intellectual property that do not implicate broad disclosure of new and easily transferable information. Patents correct for the externalities involved in innovation by creating exclusive rights, but they do so only for new and nonobvious inventions \textit{that are fully disclosed in a patent document}.\textsuperscript{241} Trade secrets, in contrast, protect information that is by definition nonpublic—that is, information that has never been disclosed to the public at large, and that has been kept secret using reasonable efforts—and they only protect against “improper” acquisition, use, or disclosure of that information.\textsuperscript{242} Thus, unlike patents, trade secrets do not inevitably implicate severe inter-state spillover of easily transferable information. To the contrary, while patents \textit{promote} disclosure of information, trade secrets \textit{prevent} disclosure of information.

\begin{itemize}
\item \textsuperscript{238} Hrdy, \textit{State Patents as a Solution}, supra note 20, at 116–19 (discussing the potential role of a state patent in promoting commercialization).
\item \textsuperscript{239} \textit{Id.} at 102–103.
\item \textsuperscript{240} \textit{Id.} at 103 (“Especially given the continued move towards global uniformity, patent law could benefit from the policy experiments that divergent state patent regimes would produce, turning the states into decentralized ‘laboratories’ for improving the functioning of patent law.”).
\item \textsuperscript{241} Patent law’s longstanding disclosure requirement has two functions: to “permit society at large to apply the information by freely making or using the patented invention after the expiration of the patent,” and to “stimulate others to design around the invention or conceive of new inventions—either by improving upon the invention or by being inspired by it— even during the patent term.” Jeanne Fromer, \textit{Patent Disclosure}, 94 IOWA L. REV. 439, 458–59 (2009).
\end{itemize}
In line with this prediction, trade secret law is the only IP regime that remains primarily state law. Trade secret laws originated in disparate state common law rules. They were eventually made more uniform beginning with the American Law Institute’s (ALI) Restatement (First) of Torts (1939) and culminating with the Uniform Trade Secrets Act (UTSA) in 1979, which has been adopted in forty-seven states. The Supreme Court has held that states wishing to use trade secret laws to provide incentives for non-patentable subject matter can do so, as long as they limit protection to innovations that have not yet been publicly disclosed and do not prevent reverse engineering.

This allocation of power has now shifted. Congress has passed a federal civil cause of action for trade secret misappropriation under federal law. The major function of the Defend Trade Secrets Act (DTSA) is to broaden the scope of trade secret protection in actions involving extraterritorial conduct and to facilitate enforcement in situations involving multiple states. The driving motivation is clear: to provide a more efficient mechanism to keep knowledge generated in U.S. borders in the country, and
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244. Id. at 18–22; see also ELIZABETH ROWE & SHARON SANDEEN, CASES AND MATERIALS ON TRADE SECRET LAW 14–15 (1st ed. 2012).

245. See Denicola, supra note 243, at 20–21, 33–44 (discussing the UTSA’s adoption and its effect on preexisting common law protections).

246. As the Court observed in Kewanee v. Bicron (1974), where it rejected a challenge to the constitutionality of state trade secrets laws under the Supremacy Clause, there is no inherent reason states cannot perform these functions for the benefit of industry. “Trade secret law,” the Court stated, “encourages the development and exploitation of those items of lesser or different invention than might be accorded protection under the patent laws . . . . Until Congress takes affirmative action to the contrary, States should be free to grant protection to trade secrets.” 416 U.S. at 493.


to enable individual states to more effectively protect the trade secrets of local companies.\textsuperscript{249}

Federalization was not without its critics. For example, Christopher Seaman argues that federalization was unnecessary, given that state trade secret laws already exist and are nearly uniform; moreover, parties can already access a federal forum in cases involving citizens from different states, including foreign states.\textsuperscript{250} Seaman also worries that federalizing trade secret law will make trade secret protections far stronger as compared to patent law, leading to an increase in secrecy and a reduction in patenting and public disclosure.\textsuperscript{251} Lastly, Seaman suggests that states should be allowed some flexibility to experiment in trade secret law.\textsuperscript{252}

Collective action federalism provides a more fundamental reason for objecting to complete federalization. Rather than asking whether a national trade secret law would make trade secret protection weaker or stronger, the theory looks instead at what would be the most efficient allocation of government. In this case, the knowledge spillovers potentially created by the production trade secret information within a firm will often be localized. Even in the digital age, most trade secret theft is performed by insiders, “typically involving alleged breaches of confidence in the context of business-to-business and employer–employee relationships.”\textsuperscript{253} Many of these thefts will result in involuntary knowledge transfers—but only to other employees or companies in the region. Even in cases where employees leave a state for another state within the U.S., there is no inherent reason that state or federal courts cannot obtain jurisdiction over the departing employee, just as they do in ordinary tort cases.\textsuperscript{254}

\textsuperscript{249} See Pooley, supra note 247, at 3 (“[F]ederalizing trade secret law would fill a critical gap in effective enforcement of private rights against cross-border misappropriation that has become too stealthy and quick to be dealt with predictably in state courts.”).

\textsuperscript{250} Seaman, supra note 247, at 369–70 (noting that diversity jurisdiction covers cases brought by U.S. corporations against citizens of foreign states, “which is particularly useful in cases involving trade secret misappropriation by foreign entities”).

\textsuperscript{251} Id. at 379–85; see also Camilla A. Hrdy, Seaman: The Case Against Federalizing Trade Secrecy, WRITTEN DESCRIPTION (Apr. 30, 2014), http://writtendescription.blogspot.com/2014/04/seaman-case-against-federalizing-trade.html.

\textsuperscript{252} Seaman, supra note 247, at 322 “[T]here are benefits to a decentralized approach that permits states to engage in a limited degree of experimentation regarding the scope of trade secret protection.”.

\textsuperscript{253} Levine & Sandeen, supra note 247, at 239–40 (“The existing data establishes that the bulk of all trade secret cases are of the domestic variety . . . ”).

\textsuperscript{254} See, e.g., Clorox v. S.C. Johnson & Son, Inc., 627 F. Supp. 2d 964, 972 (E.D. Wis. 2009) (denying motion for temporary restraining order and injunction to prevent an employee based at a California company from revealing confidential information in his new employment at a Wisconsin company).
There is one very important exception where states cannot internalize the benefits of their trade secrets laws: when someone misappropriates information leaves the state’s jurisdiction—taking the trade secret with them. For example, if a firm in New Jersey hires employees from Taiwan, and these employees leave the country in possession of the firm’s trade secrets, New Jersey may have difficulty obtaining jurisdiction over the defendants or obtaining a remedy under Taiwanese law. Unless the state can obtain extraterritorial jurisdiction, this represents a positive spillover to a non-U.S. country that state law is not competent to address. Depending on the transaction costs of bargaining with other countries to expand extraterritorial protection for trade secrets, the collective action principle suggests that nationalization is appropriate in the specific case of foreign espionage.

This too tracks reality. Even before the DTSA was passed, the United States had a criminal remedy in place for misappropriations that implicate cross-border spillovers. As Elizabeth Rowe and Daniel Mahfood have discussed, “[i]nternational espionage of American trade secrets” has become a “growing problem with wide-ranging significance implicating national security, economic, and political interests.” In response, Congress passed the Economic Espionage Act (EEA) in 1996, primarily to confront the threat of foreigners leaving the United States with the secret information of American companies. That said, the EEA allows only criminal causes of action, and the decision to prosecute is subject to the discretion of U.S. Attorneys. Thus, the EEA remained “a limited option for private companies.”

This limitation was not a flaw. As a matter of efficient allocation of government, it was appropriate to have a limited, targeted federal remedy

---

255. See Elizabeth Rowe & Daniel Mahfood, Trade Secrets, Trade, and Extraterritoriality, 66 ALA. L. REV. 63, 64 (2014) (“A primary obstacle to [protecting trade secrets abroad] is the principle of territoriality—the notion that U.S. law applies only to acts that take place on U.S. soil. As a consequence of this principle, American companies doing business abroad, or whose trade secrets are misappropriated abroad, have limited recourse against a potential infringer through either criminal or civil actions.”).

256. Id. at 67.


258. The Act criminalizes espionage on behalf of a foreign entity and theft of trade secrets for pecuniary gain and also provides a criminal remedy for thefts that involve products sold in interstate commerce. Unlike state trade secret laws, the EEA applies to extraterritorial conduct by U.S. citizens and non-citizens and clearly targets theft involving either flight to a foreign country or action by foreign entities. 18 U.S.C. §§ 1831, 1832 (2012); see also Rowe & Mahfood, supra note 255, at 64, 102.

259. Rowe & Mahfood, supra note 255, at 64.
to confront cross-border thefts that challenged state courts’ jurisdiction and federal district courts’ jurisdiction in diversity cases.\textsuperscript{260} Given that there was no pervasive collective action failure requiring federal law in \textit{every case} or even in the average case, economic federalism suggests that states should remain responsible for trade secret laws to obtain the benefits of local jurisdiction discussed above.\textsuperscript{261}

Along with the desirability of some legal experimentation, discussed by Seaman, the theories discussed in Section III.C suggest two other reasons to retain state jurisdiction and allow for variation among the states when variation occurs.\textsuperscript{262} First, according to the “market-preserving” federalism theory explained in Section III.C.1, states may simply have better incentives and better information to design trade secret laws that match the needs of specific industries and people within their jurisdictions. For example, one state may decide that intrastate norms and practices support strong trade secret protection when an employee has threatened to leave a firm but has not yet used or disclosed any secrets; other states might favor weaker trade secret protection in such circumstances.\textsuperscript{263} Second, according to the theory of Tiebout clustering explained in Section III.C.2, firms and industries can choose which rule works better for them, leading to more efficient matching of firms to different jurisdictions and more efficient production within those jurisdictions and overall.

The possibility of such benefits from localization of authority suggests that, since states \textit{can} internalize the effects of prohibiting trade secret misappropriation within their own borders in many if not all cases, general civil trade secret law should remain state law. On the other hand, the new

\textsuperscript{260} Absent express authority from Congress, federal courts, like state courts, are limited by the long-arm statutes of the states in which they are located. \textit{See} \textit{Fed. R. Civ. P. 4(k)(1)(A)} (stating that jurisdiction over defendants is proper where the defendant could be subjected to the jurisdiction of state courts in the state where the federal district court is located).

\textsuperscript{261} \textit{See, e.g.}, Yoo, \textit{supra} note 161, at 1402–03; \textit{see also} Section III.C.

\textsuperscript{262} Note that even though most states have adopted the UTSA, there are still significant differences between states both statutory and common law. \textit{See} Pooley, \textit{supra} note 247, at 5–6 (discussing the lack of uniformity even within UTSA states and giving examples of divergent rules among the states).

\textsuperscript{263} California courts reject the “inevitable disclosure doctrine” on the grounds that it interferes with California’s policy of free mobility and would create an “after-the-fact covenant not to compete” restricting employee mobility. \textit{See, e.g.}, Les Concierges, Inc. v. Robeson, No. C-09-1510-MMC, 2009 WL 1138561 (N.D. Cal. Apr. 26, 2009). Pennsylvania courts, in contrast, allow protection in such circumstances. Insulation Group LLC v. Sproule, 613 F. Supp. 2d 844, 855 (S.D. Tex. 2009) (applying Pennsylvania law to grant an injunction without any evidence that the former employee had actually used or disclosed the former employer’s trade secrets because it is “impossible for [the former employee] not to disclose [the] trade secrets”).
system takes a weak compromise, creating a federal civil trade secret law while declining to preempt state trade secret law. There seems little reason to give litigants the option to bring both federal and state law trade secret claims when state law would be sufficient on its own. This seems a wasteful duplication of remedies.

B. INNOVATION FINANCE

Thus, to sum up, patent law and now trade secret law have become federal law. Cross-border spillovers—that is, the risk of out-of-state copying or involuntary transfer of knowledge from one location to another—have been the main culprit. With respect to innovation finance, however, the situation is very different. Unlike IP rights, direct public financing of innovation does not operate through the mechanism of exclusion, and thus does not suffer from the same problem.

This insight prevents the simple conclusion that innovation finance, like patents, should generally be national. Instead, the smallest jurisdiction that internalizes the benefits of innovation finance should be responsible. As explained in Section II.C, the near term, and even the long-term, benefits of innovation tend to be concentrated in the region in which innovators locate their research and operations and in which they employ workers at high-skill wages. In such cases, innovation finance should be the responsibility of the subnational region that actually experiences these benefits. There are exceptions to this rule. As noted in Section IV.D.1, the main exception is “high-spillover” research that does not create sufficient local economic benefits to justify local funding without the chance for national supplements.

In the sections below, I demonstrate that this prediction is borne out in practice by performing an in-depth investigation of the innovation incentives actually provided in the United States today at the federal and state levels.

1. U.S. Federal Innovation Finance

Innovation in the United States is driven primarily by the private sector. The total R&D performed for 2010-11 was over $400 billion. The private sector conducted around $284 billion of this amount, and funded around

---


265. See supra Section IV.B.
$248 billion of the total.\textsuperscript{266} However, the U.S. federal government funds a significant amount of R&D every year. After World War II, the federal government significantly increased its share of funding for science and technology-based research.\textsuperscript{267} Today the national government spends around $130 billion a year on research and development, around 30% of the national total.\textsuperscript{268}

However, the cases where the federal government directly finances research are the exception rather than the rule. Federally funded research is limited to those cases in which innovation produces such significant national benefits that states alone are not be willing to fund it: basic science research with no market or known commercial relevance; R&D in specific national mission areas; and “dual use” funding for private enterprises innovating in those areas.\textsuperscript{269} This Article argues that each of these circumstances entails significant national spillovers that justify at least some federal financing despite the fact that many of the economic benefits will be localized to the regions in which the research is performed.

---


\textsuperscript{267} LERNER, supra note 27, at 33, 20, 150–52.


a) Basic Science Research

Basic science research is research that has no known practical, commercial, or government application. It is difficult for states to internalize the full value of basic science research because the resulting knowledge can be used by others outside the state either instantly or in the near future without first creating localized economic benefits like employment or new firms. Thus, the collective action failure principle suggests that funding must come from the national government rather than subnational governments.

This prediction holds true in practice. While states do fund some basic research—a phenomenon discussed in the next section—basic research with no defined commercial application relies heavily on federal subsidies. In 1950, Congress created the National Science Foundation (NSF), an independent federal agency whose mission is “to promote the progress of science; to advance the national health, prosperity, and welfare; to secure the national defense . . . .” The NSF funds much of the basic research (around 24%) performed at universities and is the only federal agency dedicated to supporting fundamental research and education in all scientific and engineering disciplines, except the medical sciences. Supported research areas include the Biological Sciences, Mathematical & Physical Sciences, and Social, Behavioral & Economic Sciences. The NSF has an annual budget of around $7.5 billion a year.

b) Mission R&D

Besides basic research, the federal government funds R&D in selected subject matter areas relevant to national missions. The federal government administers most federal research money through national mission agencies with mandates to focus on specific research areas of high national relevance. Today the major mission agencies that fund research are the Department of Defense (DOD), the Department of Health and Human Services (HHS) (home to the National Institutes of Health (NIH)), the National Aeronautics and Space Administration (NASA), the Department of Energy (DOE), the

272. Id.
Department of Transportation (DOT), and the Department of the Interior (DOI). In addition, the National Institute for Standards and Technology (NIST), a relatively small agency in the Department of Commerce (DOC), receives around $850 million a year for programs oriented towards research and commercialization.\(^{275}\) Federal R&D grants go to four main actors: private businesses; federal agencies, which perform intramural R&D in their own research facilities;\(^{276}\) universities and colleges; and nonprofits.\(^{277}\)

The table below lists the top four agencies through which the national government funds basic and applied research, and the federal funds provided to each agency in 2012. Of the approximately $130 billion that the federal government spends per year on research, about half goes towards defense research and domestic security. Health research comes in second, receiving around $30 billion a year.\(^{278}\)

**Table 1: Federal Funding for R&D in Top Four Mission Areas in 2012 (in billions)**\(^{279}\)

<table>
<thead>
<tr>
<th>Agency</th>
<th>Funding (in billions)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DOD</td>
<td>$65.3</td>
</tr>
<tr>
<td>HHS</td>
<td>$30.9</td>
</tr>
<tr>
<td>NASA</td>
<td>$10.6</td>
</tr>
<tr>
<td>DOE</td>
<td>$10.3</td>
</tr>
</tbody>
</table>

c) “Dual Use” Funding

The federal government does fund private, commercial innovations. However, when the government funds such research, it requires the research

---


\(^{276}\) Rochelle Dreyfuss, Tailoring Incentives: A Comment on Hemel and Ouellette’s Beyond the Patents–Prizes Debate, 92 TEX. L. REV. 131, 132 (2014) (“R&D spending by federal laboratories, such as the National Institutes of Health, is substantial. In 2009, for example, intramural spending amounted to $30.9 billion and constituted 8% of all U.S. R&D expenditures.”).

\(^{277}\) See Borouch, U.S. R&D Spending Resumes Growth in 2010 and 2011, supra note 266, at 2, 4.

\(^{278}\) Cf. Adam Marcus & Ivan Oransky, Getting the Bogus Studies Out of Science, N.Y. TIMES, Aug. 20, 2015, at A11 (noting proposal to increase NIH funding for cancer research by $9.3 billion).

to have “dual use”: demonstrated commercial relevance and relevance to a core federal mission area like defense, health, or efficient energy use. There are currently a variety of dual-use programs through which private companies can obtain funding so long as they are conducting research in a national mission area that suits an agency’s needs—especially in the military context.

A prominent example of a dual-use program is the Defense Advanced Research Projects Agency (DARPA), whose stated mission is “to make pivotal investments in breakthrough technologies for national security.” DARPA spends over $2 billion a year on projects such as advanced humanoid robots. Another high-profile example is In-Q-Tel, the Central Intelligence Agency’s venture capital arm that finances innovation related to CIA missions, and sometimes obtains equity stakes in the companies it funds. The most general-purpose dual use program is the Small Business Innovation Research (SBIR) program, which is oriented toward helping small businesses while pursuing national mission goals. SBIR’s mandate requires all federal agencies spending over $100 million annually on extramural research contracts to reserve a portion of their budgets for contracts with for-profit small businesses with under 500 employees. Funded research must fall into agency mission areas. In practice, most

---

280. See Branscomb & Parker, supra note 269, at 69; Kelley, supra note 269, at 315–26.
281. See Kelley, supra note 269, at 317–18 (discussing adoption of dual use programs during the Clinton era and suggesting a broader definition of “dual use” to incorporate non-military investments in mission areas with potential commercial relevance).
284. See Keller, supra note 28, at 109–32 (discussing federal venture capital programs for firms developing technologies related to defense and national security); see also John Markoff, Pentagon Shops in Silicon Valley for Game Changers, N.Y. TIMES, Feb. 27, 2015, at A3 (discussing the Pentagon’s announcement of a new venture financing program and noting that some companies see committing to do research by the military as problematic).
awards go to companies working on technology related to defense and public health.\(^{287}\)

In a recent influential book, Mariana Mazzucato argues that, contrary to common perception, the U.S. government directly finances innovation, and should do so more.\(^{288}\) However, despite Mazzucato’s characterization of the U.S. government as an “entrepreneurial state,” the national government rarely departs from this “dual use mandate.”\(^{289}\) When it does, the federal government is accused of engaging in “industrial policy” and “picking winners.”\(^{290}\) An example is the Department of Commerce’s short-lived venture capital program. For several years, NIST was authorized to operate the Advanced Technology Program (ATP), which provided open-ended equity financing for companies involved in commercializing high-risk research: “In essence, the mission of the . . . [ATP was] to support private sector R&D projects that offer[ed] potential for contributing to technical advance and for realizing economic value.”\(^{291}\) But the ATP was abolished in 2011 in the midst of wrangling over the national budget.\(^{292}\) The ATP’s demise is not an isolated incident. More recently, for instance, pundits criticized the federal government after it provided public financing to Solyndra, a solar company that failed.\(^{293}\)

---

\(^{287}\) In 2012, most SBIR awards were granted through the DOD and the NIH. Small Bus. Innovation Research, *SBIR Annual Report*, SBIR, [https://www.sbir.gov/awards/annual-reports](https://www.sbir.gov/awards/annual-reports) (last visited Feb. 9, 2016).


\(^{289}\) Mazzucato’s characterization of the U.S. government as an “entrepreneurial state” is somewhat misleading. In fact, the U.S. programs Mazzucato discusses in her book, such as DARPA and SBIR, are “dual use” programs: they support private sector research only in areas that are already in the research purview of federal mission agencies.

\(^{290}\) See *id.*; see also Lewis M. Branscomb, *The National Technology Policy Debate, in EMPOWERING TECHNOLOGY: IMPLEMENTING A U.S. STRATEGY* 8, 8–9, 14, 19 (Lewis M. Branscomb ed., 1993) (discussing objections to so-called “industrial policy” and “picking winners” in the context of U.S. technology policy).


\(^{292}\) See WENDY H. SCHACHT, CONG. RESEARCH SERV., 95-30, THE NATIONAL INSTITUTE OF STANDARDS AND TECHNOLOGY: AN APPROPRIATIONS OVERVIEW (2013) (summarizing the appropriations history of the ATP program). Note that in 2007 the name changed from the Advanced Technology Program to the Technology Innovation Program and some of the program’s eligibility requirements shifted. See *id.* at 2.

Lewis Branscomb, former director of NIST, describes this landscape as the U.S. government’s “mission-justified” approach to technology policy. Under the mission-justified approach, the government avoids intervening in the private sector except where justified by a national mission and circumscribed by the goals and administrative capacity of a federal mission agency. In other words, Branscomb interprets the mission-justified approach as a pro-market, anti-interventionist policy.

The internalization principle—that public goods should be supplied by the smallest jurisdiction that internalizes the benefits—provides a different explanation for the federal government’s selective, mission-oriented innovation policy. It’s not just about adherence to the free market; it’s about adherence to federalism and the role of states and local governments in controlling innovation policy. As explained in Section II.C, innovation, and particularly innovation that engages the private sector, tends to result in significant localized benefits for the region in which it occurs. Thus, while the federal government can justify using national money to finance R&D in “national public goods” areas that provide countrywide benefits, justifying federal funding for research outside of these national mission areas is much harder. First, it may be unfair for residents of, say, North Carolina to fund commercial software research that California companies are mostly conducting. Second, the efficiency arguments discussed in Section IV.C suggest that the national government should have stronger incentives and better information than local governments to fund research in areas where national agencies are already engaged. Absent federal funding, it is unlikely that states would fund research into, say, defense or public health of their own accord.

However, for general private sector innovation, the case is different. Here, the incentives are reversed: Congress’s incentives to promote private sector innovation are highly diffuse, as economic benefits are spread about the country and highly concentrated in certain areas in the short term; but local governments’ incentives to spend on private sector innovation are quite strong. This result is what one would expect from the collective action federalism theory: the smallest jurisdiction that captures the benefits is the most likely to act to obtain them. While states cannot effectively protect exclusive rights in public information that easily spills over to other jurisdictions, they can—and do—use public finance to internalize many of the benefits of innovation. States accomplish this internalization through

294. See Branscomb, supra note 290, at 14, 19; see also BRANSCOMB & AUERSWALD, supra note 28, at 144 (“[F]ederal politics views with suspicion government programs to assist individual firms.”).

295. As mentioned, however, this is a controversial argument. See discussion supra Section III.C.
direct taxation. They also internalize the variety of benefits that result from having innovators located in the region: more skills and knowledge within the populace, more employment and business opportunities, more start-ups, and more commercialization and production activities. The next section discusses this phenomenon in detail.

2. U.S. State Innovation Finance

The federal government’s “mission-oriented” approach to innovation finance stands in contrast to that of subnational governments such as states. As Branscomb and Philip Auerswald have observed, unlike the federal government, the states “are politically quite comfortable competing with one another to attract new business through active programs of R&D subsidies.” In this section, I assess these competing state R&D programs. Looking at programs from a wide selection of states, I show that, unlike federal innovation finance, state innovation finance can be available at all phases of development, including the commercialization stage, and is not limited to discrete technology areas—so long as the subject matter meets states’ economic development objectives.

a) Origins

State governments’ active efforts to promote innovation in their jurisdictions have deep roots in state economic development policy. The colonies and independent states granted “exclusive privileges” (the early term for patents and other exclusive rights) and a variety of other incentives, such as tax breaks and land grants, for companies and individuals to undertake high-cost development projects, such as iron mines and mills. Following ratification of the Constitution, states continued to use public debt to stimulate growth within their borders. States built roads, canals and transportation systems, and used a variety of tax inducements to spur regional economic growth. Indeed, throughout the nineteenth century, states, not the federal government, were the main drivers of economic development, using raised or borrowed money to finance transportation systems like canals and railroads. Under the Morrill Act of 1862, Congress allocated the states land on which to establish colleges and

296. BRANSCOMB & AUERSWALD, supra note 28, at 144.
297. On state and colonial patent practices, see Hrdy, State Patent Laws in the Age of Laissez Faire, supra note 25.
298. MICHAEL LIND, LAND OF PROMISE 53 (2013) (“In 1817, [Governor] Clinton persuaded the New York legislature to authorize $7 million to build the canal. Half of the bonds for the Erie Canal were purchased by foreigners.”).
“agricultural experiment stations” to conduct research adapted to local crops and environmental conditions.\textsuperscript{300} Thereafter, states used their influence over universities to push applied research with practical implications for local economic development.\textsuperscript{301}

In the past thirty years, states have increasingly emphasized science and technology policy and created a variety of programs to encourage academic research and research-intensive enterprise in their jurisdictions.\textsuperscript{302} According to Dan Berglund and Chris Coburn, whose 1994 study of state cooperative technology programs was one of the first to bring this phenomenon to light, the main reason for states’ growing interest was the increasing economic importance of knowledge-intensive industries as compared to manufacturing. By expanding their economic development policies to include support for research universities, corporate R&D, patent generators, and winners of federal grants, states sought to avoid the job and revenue losses that occur when manufacturing companies go bankrupt or leave.\textsuperscript{303}

To achieve this end, several states in the 1980s established cooperative technology programs: “public-private initiatives involving government and industry—and often universities—that sponsor the development and use of technology and improved practices to measurably benefit specific companies” for the goal of economic growth.\textsuperscript{304} Examples include Pennsylvania’s Ben Franklin Partnership and Oklahoma’s Center for Advancement of Science and Technology.\textsuperscript{305} By the early 1990s, all fifty states had such programs.\textsuperscript{306}

\textsuperscript{300} Under the Land-Grant Collect Act of 1862 (also known as the “Morrill Act”), Congress allocated federal land to each state to support development of a colleges focused on instruction of “agriculture and the mechanic arts.” See 7 U.S.C. § 301 et seq. (2012). Under the 1887 Hatch Act, more land was given to the states for Agricultural Experiment Stations associated with land grant colleges. See 7 U.S.C. § 361a et seq. (2012); Tiffany Shih & Brian Wright, Agricultural Innovation, in ACCELERATING ENERGY INNOVATION: INSIGHTS FROM MULTIPLE SECTORS 55-57 (Rebecca M. Henderson & Richard G. Newell eds., 2011) (discussing the establishment of land grant colleges and state agricultural experiment stations in the United States); see also Fromer, The Intellectual Property Clause’s External Limitations, supra note 25, at 1348–49, 1356 (noting that one of the reasons the Framers decided not to give Congress express authority power to establish universities was the perception that states could do so on their own).

\textsuperscript{301} See David Audstretch, The Entrepreneurial Society and the Role of the University, 32 ECONOMIA MARCHE J. APPLIED ECON. 7, 8 (2013); Peter Lee, Patents and the University, 63 DUKE L.J. 1, 8–10 (2013).

\textsuperscript{302} BERGLUND & COBURN, supra note 201, at 5–9.

\textsuperscript{303} Id.

\textsuperscript{304} Id. at 1.

\textsuperscript{305} Id. at 8–9.

\textsuperscript{306} Id. at 9.
b) An Emphasis on Localized Benefits

After reviewing all the programs available as of 1994, Berglund and Coburn came to the conclusion that state innovation programs are fundamentally different from federal innovation programs because they seek localized benefits. A “key criterion” for states, they write, is “the degree to which the projected benefits can be captured in the target region.” Specifically, as others have noted, states hope to obtain “gains in employment; diversification of the regional economy; the influx and retention of a highly educated labor force; an expansion of the tax base; and growth in related service industries.” So “[w]hile state-sponsored programs may have benefits beyond their borders, states are aggressive about ensuring that they capture an appropriate share within their borders,” which is “reflected in the types and stages of research and technology investments states make.” As a result, “[t]his orientation drives states toward industrially related technology fields where new products and processes can be readily deployed by companies resident in the state.”

For example, when Connecticut established Connecticut Innovations in 1989 to invest in local start-ups, the legislature explicitly based its decision to spend such large sums of public money on the finding “that the creation of new technology-based businesses represents an important source of new jobs for the economy of the state, that it is essential for existing businesses and industry to innovate and adopt new state-of-the-art processes and technologies in order for such business and industry to expand, to create and retain employment and to better compete in the global marketplace.”

307. *Id.* at 15.
310. *Id*.
312. CONN. GEN. STAT. ANN. § 32-33. The state was particularly concerned about Connecticut’s overreliance on defense contracts with the federal government. See *id.* (“It is further found and declared that Connecticut ranks very high among the states on a per capita basis in the amount of prime defense contracts awarded; that the economies of many..."
On the flip side, states are unlikely to support non-commercial innovations or basic research with little current commercial relevance “because its results are so easily diffused before any special benefit can be gained.”\(^{313}\) Instead, states would be more likely to focus on research with near-term commercial relevance for local companies.\(^{314}\) States hope any benefits resulting from this research will “stick to the ribs” of local firms for as long as possible rather than spilling over to other firms outside the state.\(^{315}\) In addition to the threat of knowledge spillover, states are also motivated by the threat of “brain-drain”: the departure of the region’s most highly skilled people.\(^{316}\)

c) Categories of State Innovation Finance

Today all states and many cities make promoting innovation a core feature of their economic development policies. Local innovation strategies vary widely and are constantly evolving. Five categories of state innovation finance exist: (1) research incentives, (2) commercialization incentives, (3) R&D tax incentives and subsidies, (4) education and worker training programs, and (5) investments in infrastructure. Each state finance category has a similar two-fold goal: to promote investment in innovation, i.e. doing things that are new to some unit of adoption and that have “value” in some commercial market,\(^{317}\) and to achieve the localized benefits just mentioned: employment opportunities for residents, attracting a skilled workforce, diversification of the economy and the tax base, and growth in related industries like construction, specialized suppliers, and restaurants.

---

313. BERGLUND & COBURN, supra note 201, at 15.

314. See id. Of course, as Berglund and Coburn note, the federal government also seeks to capture benefits from its investments in the United States. This “federal approach is reflected in program selection criteria.” Id. For instance, federal selection criteria may include the requirement that research have relevance for a national mission such as defense. This is called a “dual-use” technology, as explained above. See supra Section V.B.1.c.


316. See id. at 10 (“There is evidence of a considerable imbalance in the across states in the interstate migration of highly skilled people, commonly referred to as the ‘brain drain.’”).

317. See definition of innovation supra Section II.A.
i) Research Incentives

As discussed, basic research funding is mostly federal and states are unlikely to spend large amounts of public money on basic research with little near-term commercial relevance. But states have nonetheless taken on an increasing share of the responsibility for funding science and technology-based research. Based on years of research studying states’ growing engagement in science and technology policy, Maryann Feldman has concluded that the states’ growing role in the “basic research enterprise” suggests that “public support for R&D no longer rests solely at the federal level.”

In recent research, Feldman and Lauren Lanahan report that since 1980 states’ expenditures on university R&D programs have increased threefold to $3.13 billion, which accounts for 5.8% of all university research and is more funding than industry supplies for academic R&D. Building on Berglund and Coburn’s 1994 survey of state technology programs, Feldman and Lanahan document several trends in “state science policy experiments.”

They identify three types of common state programs that support basic and applied research at universities. Each of these programs appear to be explained by states’ interests in capturing the benefits of research and commercialization within their borders. In addition, the chance for capturing federal grant money is also a driving factor. Maybe this is cooperative federalism in action: states are paying for the local benefits, and the federal government is picking up the bill for out-of-state spillovers.

1. Recruitment Incentives for Faculty and “Star Scientists.” The first program, which Feldman and Lanahan call eminent scholars programs, creates recruitment incentives for prolific “star scientists” with strong...
records in obtaining grants and patents. Grants are usually $3-6 million per scholar, and as of 2009, 21 states have adopted eminent scholars programs. For example, Arizona has an “eminent scholars matching grant fund” that allocates some of the state’s annual income towards matching funds “to attract and retain eminent faculty.” The funds provide a certain amount of matching for “nonpublic endowment monies donated [to the universities] to attract and retain eminent faculty.” The idea behind these programs is to invest in the people who generate basic research and who win federal funding and patents, rather than the research itself. In other words, they have the goal of producing human capital externalities, to use Moretti’s term, rather than simply producing new technical knowledge.

2. Grants for Research. The second common state incentive for academic research, adopted in 29 states as of 2009, is university research grants programs. These programs create state-sponsored grants for basic and/or applied research, available to all researchers at universities or research institutions in the state, without requiring prior federal funding or other non-state matching. According to Berglund and Coburn, who noted the emergence of state basic and applied research grants programs in the 1980s, the purpose of state basic research grants is to help scientists who were “on the verge of becoming nationally competitive in receiving funding” by providing them grants early in their careers. Additionally, the state basic research grants create “a track record that will help them to compete for federal monies, thereby bringing more research funds to the state.” Grants for applied research, meanwhile, are “deigned to help scientists become active in applied research and to encourage partnerships with industry, which, in turn, will benefit from the new technology that creates and retains jobs.”

3. Centers to Increase University-Industry Cooperation. The third program identified by Feldman and Lanahan is the “Center for Excellence”—university-based centers with a focus on promoting collaboration between universities and industry and on encouraging faculty to undertake research oriented towards the needs of specific industries or technologies. For instance, Massachusetts created the Massachusetts

323. Feldman & Lanahan, supra note 29, at 290.
325. See, e.g., id.
326. BERGLUND & COBURN, supra note 201, at 84 (discussed in Feldman & Lanahan, supra note 29, at 291).
328. Feldman & Lanahan, supra note 29, at 292.
Centers of Excellence Corporation (now the Biotechnology Center of Excellence Corporation (BCEC)) in 1985 to “facilitate technology transfer and commercialization of emerging technologies through university/industry collaboration.”

According to Feldman and Lanahan, this type of program is the most common, adopted by 28 states, and also the first type of program that states adopted.330 Their explanation is that, generally speaking, the states are more comfortable “[prioritizing] making investments in academic research directly linked to industrial activity over supporting more upstream efforts.”

ii) Local Commercialization Incentives

The theme that emerges from state investments in basic and academic research is that states are driven not only by the desire to correct market failures in research, but also by the desire to “stimulate economic growth inside geographic borders.”

Thus, it should not be surprising that state actions in innovation finance become far more visible, and far more expensive, when we look at incentives whose express purpose is to resolve market failures in commercialization of inventions, rather simply to generate new knowledge.333 This section describes several kinds of commercialization incentives offered by states and sometimes cities. The main division between local commercialization incentives is whether they are directed at the university interface or at purely private enterprises such as new start-ups seeking financing.

1. Technology Transfer Offices. States’ involvement in technology transfer at the university interface illustrates concerted effort to push academic research to market: the transformation of academic research into commercial products, services, or other applications.334 Universities usually have technology transfer offices (TTOs) that assist university faculty in patenting their inventions and then sell or license those patents to private sector firms. Patent and other IP often (though not necessarily) mediate technology transfer based on the theory that, if the underlying research can be protected, this protection will make private companies more likely to

---

331. Id. (emphasis added).
332. See Zhao & Ziedonis, supra note 308, at 5 (discussing various reasons Michigan likely began supplying financing for local technology companies, including both correcting market failures and improving the regional economy).
333. See Hrdy, Commercialization Awards, supra note 5, at 21.
invest in its commercialization.\(^{335}\) Ostensibly, TTOs aim to ensure that university-generated research is put into use “for the broader benefit of society.” But in practice, TTOs may be more focused on generating revenues for the university than on ensuring university research is commercialized or creates tangible benefits for the community.\(^{336}\)

Besides the university and society at large, technology transfer offices can benefit the local economy as a result of the licensing activity that occurs in and around universities and government labs. Not only can local governments collect taxes on profits, sales, payrolls, and property from universities and licensee corporations, they can also expect benefits from spillover to local businesses in non-innovation sectors, especially through employment.\(^{337}\) For instance, in 2014, the University of California system reportedly obtained 496 patents, disclosed 1796 inventions, and produced 86 start-ups (faculty “spin-outs”). These in turn generated $14 billion in revenue for the university (most of which goes back into university operations) and led to the employment of around 19,000 people in the area.\(^{338}\) Many doubt whether universities generate enough revenues to cover their costs in technology transfer.\(^{339}\) But whether the benefits to the local economy justify the costs is more difficult to measure or to dispute.\(^{340}\)

335. But see Eisenberg, Limiting the Role of Patents in Technology Transfer, 37 L. QUAD. NOTES 40, 40–43 (1994) (adapted from remarks presented to the Congressional Biomedical Research Caucus in Washington, D.C., on June 28, 1993) (questioning the wisdom of allowing patents on government-sponsored research to promote technology transfer and suggesting that costs of patenting government research may outweigh the benefits).

336. See Jay Kesan, Transferring Innovation, 77 FORDHAM L. REV. 2169, 2169 (2009) (arguing that university technology transfer activities are “predominantly patent-centric and revenue-driven with a single-minded focus on generating licensing income and obtaining reimbursement for legal expenses”); see also Liza Vertinsky, 4 UTAH L. REV. 1949, 1949 (2012) (arguing that “if universities obtained more discretion, responsibility, and accountability over the post-discovery development paths for their inventions, they might be able to improve the trajectory for many promising scientific discoveries”).

337. Moretti, supra note 40, at 73–120 (discussing the variety of tax and labor benefits that accrue in those regions that succeed in developing innovation clusters).


2. Venture Financing – University Spin Outs. Along with TTOs, some universities also provide venture financing to university faculty and students seeking starting their own companies outside the university, called spin-outs. For example, the University of California is preparing to launch “UC Ventures,” an independent $250 million fund to pursue investments in enterprises fueled by UC research. According to proponents like UC President Janet Napolitano, UC Ventures will spur technology commercialization efforts already underway at UC schools and will help faculty and students “develop innovations that can benefit California and the world.”

3. Venture Financing – Private Enterprises. State commercialization initiatives are not limited to the university interface. Recently states, and even some cities, have begun funding their own venture capital units to supply private enterprises with financing for commercializing inventions and testing out new business models. State venture capital has two purposes: generating revenues and boosting local economic development though spillovers. When states obtain equity stakes in the companies they fund, they can theoretically achieve a good return on investment and generate profits for the state. However, as Terrance P. McGuire has observed, this goal of achieving a high return on the investment may conflict with the goal of promoting local economic development. For example, if a state decides to focus on the highest-profit investments, it might fund companies that hire few local workers or that do not intend to remain in the state for a long period. Alternatively, a state more concerned about promoting local development should fund a company with a solid base in the local economy that is likely to remain, hire local employees, and generate positive externalities for other companies in the area that benefit from the same suppliers and labor markets.

iii) Business Tax Incentives and Subsidies

As is now clear, states’ interest in science and technology policy extends outside the walls of the university. The best examples are state subsidies and tax incentives for research firms that agree to locate in the state. In

342. Hrdy, Commercialization Awards, supra note 5, at 54–56.
343. See Terrance McGuire, supra note 308, at 435.
344. Id. (“[T]he fundamental question that confronts all state planners [starting a public venture fund] is whether the fund should focus on return on investment (ROI) or economically targeted investments (ETI).”).
pursuit of the economic benefits of research-intensive industries, states and cities spend billions of dollars every year on tax incentives and subsidies to attract businesses, usually qualifying such incentives on the requirement that recipients perform qualifying research and development in the state.\textsuperscript{345} As Walter Hellerstein and Dan Coenen have discussed, these subsidies serve as an “inducement to local industrial development and expansion.”\textsuperscript{346}

As of 2010, 34 states offer general R&D tax credits.\textsuperscript{347} Most state R&D tax credits mirror all or some aspects of the federal R&D credit.\textsuperscript{348} Under the federal R&D tax credit, contained in Section 41 of the U.S. Internal Revenue Code, businesses can obtain a tax credit based on qualifying research expenses so long as they are (1) undertaken for purposes that are “technological in nature,” (2) intended to yield applications “useful in the development of a new or improved business component,” and (3) comprise activities “substantially all . . . of which constitute elements of a process of experimentation.”\textsuperscript{349} Along with offering a state-level version of this basic R&D credit, some states provide additional tax incentives that are not currently available at the federal level, such as refundable credits for start-ups and early-stage companies that have no profits yet and cannot benefit from the federal credit.\textsuperscript{350} State start-up credits have spurred calls for a similar federal credit.\textsuperscript{351}

\begin{itemize}
  \item 345. For a survey of state R&D tax incentives, see Michael D. Rashkin, Research and Development Tax Incentives: Federal, State, and Foreign 1–2 (2007). See also Legislative Budget Board, State of Texas, Overview of Research and Development Tax Incentives 14–23 (2013) (surveying business ad sales tax incentives in all fifty states).
  \item 347. For a state-by-state survey, see Rashkin, supra note 345. See also Moretti & Wilson, supra note 87, at 3.
  \item 348. See Rashkin, supra note 345, at 265 (noting that most state research credits are based on the federal credit albeit with significant variations from state to state); see also Ruth Mason, Delegating Up: State Conformity with the Federal Tax Base, 62 Duke L.J. 1267, 1274–79 (discussing states’ tendency to conform their tax laws to the federal government’s).
  \item 350. Several states offer refundable R&D tax credits. For example, Louisiana offers an R&D tax credit that can be carried forward for up to five years. La. Stat. Ann. § 47:6015(K) (West 2016) (“If the amount of the [R&D credit authorized under this Section] exceeds the amount of tax liability for the tax year, the excess credit may be carried forward as a credit against subsequent Louisiana income or corporation franchise tax liability for a period not to exceed five years.”). For more examples of refundable state R&D tax incentives, see Joe Stoddard, States Battle for R&D Investment by Enhancing Tax Incentives, The Tax Adviser (Jan. 31, 2012), http://www.thetaxadviser.com/issues/2012/feb/clinic-story-10.html.
iv) Education and Worker Training

The largest state innovation finance expenditure is state funding for education. In recent years, states have become increasingly motivated to support Science, Technology, Engineering, and Math (STEM) education. As Jonathan Rothwell writes in a recent Brookings Institute report on STEM education, “state and local governments affect STEM education through many channels. They boost university and community college STEM education through funding and scholarships. They support training by coordinating workforce development efforts, and they shape K-12 STEM education by approving and funding of STEM-focused schools; the training, certification, and management of teachers; and the development and enforcement of content standards.”

Examples of state programs focused on STEM education include: Illinois’ “STEM Learning Exchanges,” which establish contracts for regional, educational and business networks to assess educational needs and confront challenges for STEM education; North Carolina’s “Education Enhancement Grants” for non-profit institutions that develop programs to enhance biotechnology education and workforce training; and Georgia’s

---

352. In 2012, local education agencies in the 50 states and the District of Columbia reported $603.5 billion in total revenues on education. Of those revenues, only $60.7 billion (10.1%) came from the federal government. $272.4 billion (45.1%) came from state governments, and $270.4 billion (44.8%) came from local government. U.S. DEP’T OF EDUC.: NAT’L CTR. EDUC. STATISTICS, REVENUES AND EXPENDITURES FOR PUBLIC ELEMENTARY AND SECONDARY SCHOOL DISTRICTS: SCHOOL YEAR 2011–12 (FISCAL YEAR 2012), at 4, tbl. 1, “Sources of revenues and type of expenditures for public elementary and secondary education, by state or jurisdiction: Fiscal year 2012,” https://nces.ed.gov/pubs2014/2014301.pdf.


355. See N.C. BIOTECH. CTR., EDUCATION ENHANCEMENT GRANT PROGRAM, http://www.ncbiotech.org/workforce-education/education-funding/education-enhancement-grant (last visited Feb. 9, 2016); see also N.C. BIOTECH. CTR., EDUCATION
Educational Technology Consortium, which operates several programs to improve students’ access to technology and development of skills useful in high tech jobs.\textsuperscript{356}

Why are states funding these programs? Economic federalism theory suggests an explanation. Perhaps, like knowledge itself, education in knowledge-intensive fields behaves like a “local public good”: a resource that primarily benefits a particular geographic region, and that may be best supplied at a “very local level.”\textsuperscript{357} Even though STEM education can obviously produce significant national spillovers when people share knowledge across state borders or move to work in other states, the beneficiaries of these programs may well decide to reside in the region and become employed by local firms. In other words, local policymakers have a strong incentive to supply STEM education because they believe they can internalize the benefits. At the same time, the pressure to compete with other states creates an additional incentive to support STEM education: to avoid flight.

v) Infrastructure and Public Services

States and cities finance the lion’s share of physical infrastructure and public services, such as bridges, roads, and parks. These physical infrastructure and public services are classic examples of a “local public good” that suffers from congestion and is more efficiently provisioned at the local level.\textsuperscript{358} In undeveloped countries, basic infrastructure is an obvious component of any policy for promoting economic development and innovation.\textsuperscript{359} In the United States, where basic infrastructure is a given, states and cities can still influence levels of innovation in the region by tailoring their infrastructure to entrepreneurs and high-innovation sectors.


\textsuperscript{358} See MUELLER, supra note 151, at 81 (stating that schooling is a public good that is typically or at least feasibly could be provided “at a very local level”).

\textsuperscript{359} See generally ROBERT D. COOTER & HANS-BERND SCHÄFER, SOLOMON’S KNOT: HOW LAW CAN END THE POVERTY OF NATIONS (2012).
States have long supported university facilities like lab space. Another example of physical infrastructure is the science or research “park”: a formally planned cluster of innovative businesses and institutions, typically centered around one or more universities or national labs. Famous research parks include Research Triangle Park in Raleigh-Durham, North Carolina, the largest research park in the world. Research parks also come in smaller sizes and are called different names without changing the fundamental idea behind them: to bring companies and researchers together in one place. For instance, “as part of its long-term economic development focus,” Davis, CA is building several new “innovation centers”: “clusters of technology companies located together to create a kind of critical mass for new ideas and new products.” The city hopes that, although the centers may take “years to build out,” it will “eventually bring in large amounts of property and sales taxes, as well as high-paying jobs.”

Outside the university, cities provide public services that can make or break the successful development of a new technology or innovative business plan. A high-profile example is city provisioning of broadband and high-speed Internet to encourage entrepreneurship in the region. Dozens of cities across the country are setting up municipal broadband networks. Since broadband, lab space, and research parks all involve a physical location, it is not controversial to suggest local governments should at least partly finance them. To the extent that these programs create national knowledge spillovers, the federal government should match funds.

360. NAT’L SCI. BD., SCIENCE AND ENGINEERING INDICATORS 2014, CHAPTER FIVE: ACADEMIC RESEARCH AND DEVELOPMENT 10–14 (2012) (reporting that state and local governments spend around $3 billion on university facilities and research and various R&D programs, which is more than is provided by industry).
364. Id.
367. See COOTER, supra note 16, at 105; see also Olivier Sylvain, Broadband Localism, 73 OHIO ST. L.J. 795 (2012) (“[L]ocal governments are supplying broadband service to residents to fill the service gap left by major providers.”).
Broadband is an example of a technology that, despite its linkage to local infrastructure, could easily lead to uncontrollable knowledge spillovers and warrant federal sponsorship. For example, the White House’s new initiative, BroadbandUSA, operated through the Department of Commerce, will promote broadband deployment and adoption in undersupplied cities around the country using federal funds allocated in the American Recovery and Reinvestment Act of 2009.  

VI. CONCLUSION

In light of widespread dissatisfaction with IP rights, many claim innovation finance should supplant IP. The federal government, they argue, should supply this financing. But this conflicts with what currently happens. In the United States, patent law is federal; yet outside select research areas—primarily defense—funding for private sector innovation frequently comes from states and other subnational governments. For better or worse, U.S. innovation policy operates at both the federal and state level. This situation can be explained, and arguably justified, based on principles of economic federalism, under which innovation finance should be supplied by the smallest level of government that internalizes the benefits of its efforts. While subnational governments cannot realistically internalize the benefits of patent regimes that result in widespread diffusion of new information, they can internalize meaningful benefits from innovation by strategically financing it.

This conclusion has several major implications. First, if direct financing for innovation is chosen in favor of patent rights, a powerful beat of localism may be inevitable. Given that local governments can directly internalize many of the economic benefits of innovation finance, they are likely to have exceptionally strong incentives to subsidize private-sector innovations that are expected to benefit local firms and residents.

Second, economics—and specifically the economic theory of federalism—suggests that this division of authority represents a more optimal allocation of responsibilities between state and federal governments. Precisely because their residents are the ones who directly benefit, local governments should have better incentives, and also better information, to design and fund innovation incentives that will work for the


369. C.f. Posner, supra note 144, at 41; see also supra Part IV.
region. In addition, inter-jurisdictional competition to attract mobile participants in innovation industries—high-tech firms, skilled talent, and related firms and institutions—should push local policymakers to craft policies that are more effective than their neighbors’, and lead to more precise clustering of firms and talent to appropriate locations.\textsuperscript{370} Thus, if we really care about “growing innovation clusters for American prosperity,” we must care about state and local governments.\textsuperscript{371}

Lastly, the Article highlights that local governments’ role in innovation finance has significant limits. The major limitation highlighted by the economic federalism literature is lingering externalities: obviously, national funding for knowledge with widespread social value is still necessary in cases where states cannot internalize sufficient economic benefits to justify funding it. In addition, as shown in Part II, geographic inequality among different regions in the U.S. may already be so severe that redistribution of benefits from rich to poor locations may be warranted—otherwise these regions will not realistically be able to compete in the “cluster competition” in the first place. Although economic federalism does not typically care about such arguments, I argue that geographic inequality too creates a strong argument for national intervention.\textsuperscript{372}

\begin{itemize}
\item \textsuperscript{370} C.f. Cooter, supra note 14, at 106, 129–30.
\item \textsuperscript{371} Wessner, supra note 2.
\item \textsuperscript{372} See Hrdy, Cluster Competition, supra note 185.
\end{itemize}
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I. INTRODUCTION ................................................................. 1380

Notorious pharmaceutical entrepreneur Martin Shkreli made worldwide headlines in 2015. As CEO of Turing Pharmaceuticals, Shkreli obtained U.S. marketing rights to pyrimethamine (Daraprim) and quickly increased the price 5000 percent, from $13.50 to $750 per pill. Pyrimethamine is a decades-old drug used primarily to treat toxoplasmosis, a fatal parasitic brain infection that usually occurs in patients with weakened immune systems, such as those with end-stage HIV infection.

Turing’s price hike was met with widespread outrage among the public and in the medical and public health communities, with the episode leading to censure by other drug companies, congressional hearings seeking ways to address the problem, and policy proposals from Republican and Democratic presidential candidates. Despite the fact that there were no patents or other forms of market exclusivity protecting the drug, Turing was able to raise the price because the relatively small market in the United
States for pyrimethamine had attracted no other generic manufacturers. Indeed, Shkreli later lamented that he did not raise the price even higher.¹

In addition to increasing price, Turing initiated another less widely understood move—it changed the distribution scheme for the drug. Before its acquisition by Turing, pyrimethamine was available without restriction to patients seeking to fill prescriptions at local pharmacies and to hospitals seeking to stock the product for inpatient use. But in the months before the price hike, apparently as a condition of the sale to Turing, pyrimethamine was switched to a controlled distribution system called Daraprim Direct, in which prescriptions or supplies of the product could be obtained only from a single source: Walgreen’s Specialty Pharmacy.² As a result, hospitals could no longer obtain the drug from a general wholesaler, and patients could no longer find it at a local pharmacy. Instead, Turing required institutions and individuals to set up accounts through Daraprim Direct, and outpatients were only able to receive the drug by mail order.³ Comments from Turing executives suggest that a primary goal of the Daraprim Direct system was to make it impossible for anyone other than registered clients to obtain the drug, including generic manufacturers wishing to obtain samples for use in bioequivalence studies needed to obtain Food and Drug Administration (FDA) approval of their applications for generic versions.⁴

The central thesis of this Article’s analysis is that Turing’s restricted distribution scheme for pyrimethamine, with its apparent lack of legitimate justifications, could form the basis for an antitrust violation, especially if the scheme was established to prevent subsequent entrants into the market from undercutting the newly established high price for the drug. While the pyrimethamine restricted distribution scheme may be unethical and could be bad for public health, this Article addresses the question of whether it violates the antitrust laws. Part II describes the typical distribution systems in the pharmaceutical industry. Part III examines monopoly power and considers whether Daraprim possessed such power. Part IV considers the second element of monopolization claims, exclusionary conduct, and

⁴. See infra text accompanying note 116.
explores whether Turing engaged in such behavior. Part V then reaches beyond pyrimethamine to offer additional examples of similar conduct. Given that the Federal Trade Commission⁵ and N.Y. Attorney General⁶ are currently conducting antitrust investigations of this behavior, this Article offers a framework for analysis.

II. GENERIC DRUG APPROVAL AND DISTRIBUTION SYSTEMS

Pyrimethamine was originally approved by the FDA in 1953 and was made by its original sponsor, GlaxoSmithKline, and sold for about $1 per pill.⁷ In 2009, GlaxoSmithKline sold the rights to pyrimethamine to a small, private firm, CorePharma,⁸ which raised the price to $13.50 per pill.⁹ With about 10,000 prescriptions per year in the United States, sales increased from $667,000 to $6.3 million from 2010 to 2011.¹⁰ In 2014, just before Turing bought the rights to pyrimethamine, more than 8,000 prescriptions were written, resulting in sales of $9.9 million.¹¹

Though pyrimethamine was eligible for generic competition by the 1970s, no generic version of the product has yet been approved.¹² The Hatch-Waxman Act of 1984 formalized an abbreviated process for approval

---


¹⁰ Jennings Moss, supra note 7.

¹¹ Id. Given that the number of prescriptions did not change during the time period and the costs of production did not increase, it would appear that Turing’s profits on this drug also skyrocketed.

of generic drugs based on in vitro data as well as pharmacokinetic and pharmacodynamic studies that a manufacturer must conduct between its product and the so-called Reference Listed Drug. The Reference Listed Drug is the brand-name version designated by the FDA against which a potential generic entrant must test its drug. Upon successful completion of these studies, the FDA can designate a generic drug as bioequivalent and approve its sale in the market, which will then occur as long as the brand manufacturer has no patents or market exclusivities in place. The version of pyrimethamine now owned by Turing is the Reference Listed Drug against which generic manufacturers must test their products to be certified as bioequivalent.

Completing bioequivalence studies therefore requires generic manufacturers to obtain samples of the brand-name Reference Listed Drug. Generic manufacturers do that by directly contacting the brand-name manufacturer or working through a wholesaler or other middleman. These transactions are completed without a prescription and with supplies shipped in a bulk form suitable for clinical testing rather than patient use.

After a generic drug is approved and made available for sale, state drug product selection laws permit automatic substitution of FDA-certified bioequivalent generic drugs at the pharmacy level. Unless the prescription is marked “dispense-as-written” (which occurs about 5 percent of the time), such substitution can occur even if the prescriber writes the name of the brand-name drug. Because of automatic substitution, patients do not know

---

13. See Aaron S. Kesselheim & Jonathan J. Darrow, Hatch-Waxman Turns 30: Do We Need a Re-designed Approach for the Modern Era?, 15 YALE J. HEALTH POL’Y L. & ETHICS 293, 302 (2015) (“The ANDA bioequivalence process permitted approval of generic drugs scientifically proven to work similarly well to their brand-name versions without subjecting those generic drugs to the same clinical trial requirements already completed by the brand-name manufacturer.”).

14. 21 C.F.R. § 314.94(a)(3) (2015); see also FDA, ORANGE BOOK PREFACE (2015), http://www.fda.gov/Drugs/DevelopmentApprovalProcess/ucm079068.htm [https://perma.cc/3MGB-EGYW] (“By designating a single reference listed drug as the standard to which all generic versions must be shown to be bioequivalent, FDA hopes to avoid possible significant variations among generic drugs and their brand name counterpart.”).

15. Kesselheim & Darrow, supra note 13, at 303.


17. See, e.g., Pharmaceutical Buyers, MANTA, http://www.manta.com/c/mmlh5vy/pharmaceutical-buyers (last visited Feb. 23, 2016) (“We are an International Company that can provide you with an extended variety of pharmaceutical products for a good price.”).

which company has supplied their generic prescription drug, and generic manufacturers compete largely on the basis of the lowest price they can offer suppliers. The prices at which generic drugs are sold are heavily dependent on the number of manufacturers. In fact, FDA studies show that generic drug prices fall to about 52 percent of the brand price when two generic competitors are in the market, 33 percent when there are five, and 13 percent when there are fifteen.

Most prescription drugs are available through a standard pharmaceutical distribution chain: from manufacturer to wholesaler, then to retail or mail-order pharmacy, and then to consumer. The goal is to distribute the drug as widely as possible, because widespread distribution tends to increase manufacturers’ revenues by making drugs available to be prescribed to as many people as possible. The parties contract with one another and hand off control of the drug until it reaches the consumer. Atorvastatin (Lipitor), for example, is manufactured by Pfizer, is distributed by wholesalers such as McKesson, and is available through retail pharmacies such as CVS or Walgreens. In this model, Pfizer relinquishes its control of atorvastatin to McKesson, which then sells the drug to its network of retail pharmacies, with the pharmacies then selling the drug to consumers with valid prescriptions from their physicians. Pfizer is not directly involved at the retail level.

Drugs with limited distribution schemes, by contrast, are not available through standard retail or mail-order pharmacies. Instead, the manufacturer eliminates the wholesaler and distributes the drug only through specialty pharmacies selected by the manufacturer. Manufacturer-sponsored programs like Turing’s Daraprim Direct facilitate the distribution of drugs from specialty pharmacy to patient. For example, mecasermin (Increlex) is a biologic drug manufactured by Ipsen Pharmaceuticals to treat growth failure and severe primary insulin-like growth deficiency. Patients must enroll in Ipsen’s “Ipsen Cares” program before receiving the drug. Ipsen

19. Kesselheim & Darrow, supra note 13, at 313–14 (“The state DPS laws helped lead to rapid uptake of bioequivalent generic drugs in practice without the time and expense needed to encourage physicians to change their prescribing practices.”).


then coordinates the delivery of the drug through its specialty pharmacy
network. Actelion Pharmaceuticals has a similar program called “Actelion
Pathways” for its drug iloprost (Ventavis), a treatment for pulmonary
arterial hypertension. In this case, physicians must enroll patients in this
program through the manufacturer for a specialty pharmacy to deliver the
drug.

When safety issues arise in the clinical trials supporting approval of a
drug, the FDA may require the use of Risk Evaluation and Mitigation
Strategies (REMS) to ensure that a drug’s benefits outweigh its risks. The
FDA can require REMS that take the form of medication guides, patient
package inserts, communication plans, or elements to assure safe use
(ETASU) (with this last category including restrictions on how drugs are
distributed to patients). Restricted distribution in these cases may be
justified because it allows manufacturers to track prescriptions and monitor
patients. For example, lenalidomide (Revlimid), a treatment for multiple
myeloma, is believed to cause serious birth defects. To avoid embryo-fetal
exposure, it is available only through restricted distribution to ensure that
the drug is prescribed only to women who are not pregnant or trying to
conceive.

At the same time, however, limiting sales of a product through one
particular wholesaler also gives the manufacturer complete control over the
distribution chain. In public forums, some manufacturers of limited
distribution drugs have emphasized that they can provide patient-centered
programs as part of their restricted distribution schemes. These programs
use the narrow distribution pool to monitor patients and provide certain
types of adherence support, such as assistance with refilling, the ability to
ask questions to manufacturer representatives, and connecting patients with

---

[https://perma.cc/XZ5K-FMEG].
24. FDA, HIGHLIGHTS OF PRESCRIBING INFORMATION: ACTELION PHARMS LTD.,
ILOPROST (VENTAVIS) (2013), http://www.accessdata.fda.gov/drugsatfda_docs/label/2013
/021779s014lbl.pdf [https://perma.cc/XT8U-6PW6].
ionpathways.com/ventavis-and-specialty-pharmacies [https://perma.cc/V32J-HS72] (last
27. FDA, CENTER FOR DRUG EVALUATION AND RESEARCH, HOW TO OBTAIN A
LETTER FROM FDA STATING THAT BIOEQUIVALENCE STUDY PROTOCOLS CONTAIN SAFETY
PROTECTIONS COMPARABLE TO APPLICABLE REMS FOR RLD: GUIDANCE FOR INDUSTRY
rmation/Guidances/UCM425662.pdf [https://perma.cc/KP47-NCBV].
28. Ameet Sarpatwari et al., Using a Drug-Safety Tool to Prevent Competition, 370
NEW ENG. J. MED. 1476, 1477 (2014) (listing key dangerous side effects of lenalidomide).
one another to provide social support. But limited distribution also can allow brands to restrict access to samples needed by generics in their bioequivalence studies. In particular, moving supply through a single source can allow the brand to take steps to prevent the supply of the product to a generic that might otherwise have gone to pharmacies for use in filling patient prescriptions. As a result, limited distribution systems create a market environment in which anticompetitive behavior can thrive.

III. MONOPOLY POWER

The relevant antitrust law in considering the actions of Turing is monopolization, which focuses on the conduct of a single company. To prove a monopolization claim, a plaintiff must show monopoly power and exclusionary conduct. This Part will analyze monopoly power and Part IV will address exclusionary conduct.

Monopoly power has been defined as “the power to control prices or exclude competition.” It can be shown in one of two ways. First, it can be proved indirectly by examining a defendant’s market share along with barriers to entry that could entrench that market position. Second, it can be proved directly, such as when a brand firm is able to “maintain the price of [a drug] at supracompetitive levels without losing substantial sales.” In addition to these antitrust requirements, Part III addresses the most potent argument against monopoly power in this case: the existence of an inexpensive “compounded version” of the drug.

A. INDIRECT PROOF

Monopoly power can be demonstrated indirectly by defining a relevant market and examining the company’s share of the market. Courts regularly hold that a 90 percent market share supports market power, with several courts finding a 75 percent share to be sufficient.

---

29. Yifei Liu et al., Greater Refill Adherence to Adalimumab Therapy for Patients Using Specialty Versus Retail Pharmacies, 27 ADVANCES IN THERAPY 523, 523–30 (2010).
32. ABA SECTION OF ANTITRUST LAW, ANTITRUST LAW DEVELOPMENTS 69–70 (7th ed. 2012) (noting that “direct proof has provided the basis for findings of substantial anticompetitive effects in some prominent cases”).
34. HOVENKAMP, supra note 31, ¶ 6.2a, at 357.
Evidence that Turing has 100 percent of the relevant market is provided by the lack of effective, FDA-approved substitutes. Pyrimethamine is part of all widely accepted first-line therapeutic regimens for toxoplasmosis.\(^\text{35}\) While toxoplasmosis has been treated without pyrimethamine and with alternative treatments, such as sulfamethoxazole-trimethaprim (Bactrim) and clindamycin (Cleocin), the efficacy of these approaches is currently based only on case reports\(^\text{36}\) and other less rigorous data.\(^\text{37}\) In fact, the American Society of Microbiology warned that the 5000 percent price increase would "negatively impact both health care costs and individual patient treatments."\(^\text{38}\) Nor, as discussed in detail below,\(^\text{39}\) is a compounded version an effective substitute for pyrimethamine.

Regulatory barriers to entry cement the effect of this high market share. As discussed in greater detail below, generics can enter the U.S. market only after receiving FDA approval. Turing’s restriction of its distribution system entrenches its monopoly power by preventing generics from obtaining the samples needed for bioequivalence testing.

B. **DIRECT PROOF**

Direct proof of monopoly power consists of observable effects on the market such as a price increase or output reduction.\(^\text{40}\) Turing’s conduct has revealed both types of direct evidence.

To begin, Turing’s price increase has received unparalleled attention. Even though there has not been an increase in the costs of producing pyrimethamine (which costs pennies per pill to manufacture\(^\text{41}\)), Turing has increased the price 5000 percent. In addition, Turing has been able to maintain that increase despite public outrage and substantial attention from

---

39. See *infra* Section III.C.
the lay press, Congress, and Presidential candidates. Shkreli initially announced that Turing would lower the price for the drug in response to the negative publicity but later revealed that this reduction would be only 10 percent. Ultimately, Shkreli decided not to lower the price at all, instead offering free samples, rebates to hospitals, and smaller bottle sizes. Given the barriers to entry imposed by obtaining FDA review, the high prices will likely be maintained over an extended period of time.

Documents provided to the House Committee on Oversight and Government Reform offer numerous examples of price increases including patient copays in the thousands of dollars. The Director of Specialty Pharmacy Development at Walgreens recounted anecdotes of patients having difficulty obtaining pyrimethamine, including one who was forced to make a $6,000 copay. An internal presentation reported that “[p]atients with commercial/private insurance [are] experiencing increased co-pays, delays in claims approval[,] and rejections,” with one facing a copay of $16,830.

Output reductions are another direct indicator of monopoly power. After pyrimethamine’s price increase, hospitals complained that they were not able to obtain the drug. Turing’s own press release conceded that hospitals and clinics “were having trouble accessing the product.”

---

42. Andrew Pollack, Drug Goes From $13.50 a Tablet to $750, Overnight, N.Y. TIMES, Sept. 21, 2015, at B1.
43. Andrew Pollack, Turing Commits to Modest Price Reduction on a Drug, N.Y. TIMES, Nov. 4, 2015, at B3.
44. Sam Thielman, Martin Shkreli Walks Back on Pledge to Lower Price of HIV Drug Daraprim, THE GUARDIAN (Nov. 25, 2015), http://www.theguardian.com/business/2015/nov/25/martin-shkreli-hiv-drug-daraprim-turing [https://perma.cc/XLX5-WT7X]. Turing documents reveal a methodical campaign to increase price by anticipating the reactions of HIV/AIDS groups and doctors. See Comm. Memorandum, supra note 38, at 3 (“Physician community less sensitive to price increases, but need to determine the price point at which payers start to increase cost-sharing with patients, which could result in physician switching.”).
47. Id. at 5.
The combination of a price increase and output reduction is a hallmark of monopoly power, and the Democratic Staff memorandum synthesizing 250,000 pages of Turing documents revealed just such effects:

Daraprim has now become prohibitively expensive, hospital budgets are straining under the huge cost increases, patients are being forced to pay thousands of dollars in co-pays and are experiencing major challenges obtaining access to the drug, and physicians are considering using alternative therapies.\footnote{Comm. Memorandum, \textit{supra} note 38, at 1.}

C. \textbf{MONOPOLY POWER NOT NEGATED BY COMPounded VERSION}

On October 22, 2015, Imprimis Pharmaceuticals announced that it was planning to make available for $1 a compounded coformulation of pyrimethamine and leucovorin (a folic acid derivative usually coprescribed with pyrimethamine as a separate pill to help protect against its side effects of bone marrow suppression).\footnote{Imprimis Pharmaceuticals to Make Compounded and Customizable Formulation of Pyrimethamine and Leucovorin Available for Physicians to Prescribe for Their Patients as an Alternative to Daraprim, PR NEWSWIRE (Oct. 22, 2015), http://www.prnewswire.com/news-releases/imprimis-pharmaceuticals-to-make-compounded-and-customizable-formulation-of-pyrimethamine-and-leucovorin-available-for-physicians-to-prescribe-for-their-patients-as-an-alternative-to-daraprim-300164514.html [https://perma.cc/5MFQ-VMH].} Thus, a counterargument to the conclusion of monopoly power would be that the compounded version serves as a substitute. Such an argument would point to certain patients taking this version instead of the FDA-approved version sold by Turing. If patients are in fact able to substitute the compounded version, then that could conceivably show a lack of market power.

Such an argument is not persuasive. Imprimis’s combination pill does not address the problem of costly pyrimethamine because the compounded drug is not an effective market substitute. Compounded drugs are synthesized at specially licensed pharmacies to respond to individual requests for variations of particular active ingredients that cannot be obtained through FDA-approved channels.\footnote{Kevin Outterson, \textit{Regulating Compounding Pharmacies after NECC}, 367 \textit{NEW ENG. J. MED.} 1969, 1971 (2012) (“[T]raditional compounding was limited to a pharmacist or a physician serving a specific patient.”).} Compounded drugs can include new formulations of products. For example, a compounding pharmacy might create a lozenge version of a medication available in pill form for a patient who has problems swallowing pills or a different concentration of an intravenous drug sold in only one strength.\footnote{See, e.g., Loyd V. Allen Jr., \textit{Troches and Lozenges}, 4 \textit{SECUNDUM ARTEM} 2, http://www.perrigo.com/business/pdfs/Sec%20Artem%204.2.pdf [https://perma.cc/SQT4]
Compounding pharmacies have historically not been permitted to distribute their products in bulk. But a recent provision of the Food, Drug, and Cosmetics Act (FDCA) allows compounding pharmacies to register as outsourcing facilities, which permits the sale of compounded drugs in bulk and requires manufacturers to comply with current Good Manufacturing Practices. Imprimis plans to register at least one of its compounding pharmacies as an outsourcing facility, which would allow mass production of pyrimethamine/leucovorin and sales to hospitals and physicians.

While compounded drugs produced by outsourcing facilities may resemble FDA-approved drugs, they are not. For starters, compounded drugs by definition cannot be a direct substitute for FDA-approved drugs. Indeed, one restriction on compounded drugs is that they not be “essentially a copy of a commercially available drug product,” which is why Imprimis’s version of pyrimethamine contains leucovorin.

More important, the FDA does not verify the safety, effectiveness, or manufacturing quality of compounded drugs in traditional compounding pharmacies. Instead, they are regulated by state pharmacy boards. Though compounding pharmacies registered as outsourcing facilities are inspected by the FDA and must report adverse events, FDA regulation of
compounding pharmacies has traditionally been secondary to oversight by state inspectors, and there can be substantial state-to-state variations in state authority and resources dedicated to this area.

In response to a 2012 meningitis outbreak originating from the New England Compounding Center, the FDA has increased oversight of compounding pharmacies. Still, the agency cautions that poor quality-control practices may result in compounded drugs that are “sub- or super-potent, contaminated, or otherwise adulterated.” Patients subject themselves to risk when they “use ineffective compounded drugs instead of FDA-approved drugs that have been shown to be safe and effective.” With regards to efficacy, there are no requirements for clinical testing of the potency of nonsterile compounded drugs (e.g., tablets, creams, lozenges).

Even though third-party testing of Imprimis’s pyrimethamine/leucovorin revealed that the drug met FDA-recognized potency standards, safety remains a concern, as contaminated compounded products have been implicated in public health crises. A recent review evaluated 11 infectious

60. Steven K. Galston, Federal and State Role in Pharmacy Compounding and Reconstitution: Exploring the Right Mix to Protect Patients, TESTIMONY BEFORE HEALTH, EDUCATION, LABOR, AND PENSIONS SENATE COMM. (Oct. 23, 2003), http://www.fda.gov/NewsEvents/Testimony/ucm115010.htm [https://perma.cc/U8MY-4TBF] (“FDA has historically exercised its enforcement discretion in a manner that defers to the states, as the regulators of the practice of pharmacy, to serve as the primary regulators of the practice of pharmacy compounding.”).

61. Jennifer Gudeman et al., Potential Risks of Pharmacy Compounding, 13 DRUGS R&D 1 (2013) (“The FDA regulates and regularly inspects pharmaceutical manufacturing facilities to ensure compliance with GMPs. In contrast, pharmacies are primarily under the authority of state Boards of Pharmacy . . . and only undergo FDA inspections in rare instances. As a result, there is less assurance of consistent quality for compounded preparations than there is for FDA-approved drugs.”).
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outbreaks caused by contaminated compounded medications, affecting 207 patients and causing 17 deaths, and identified inadequate regulatory controls as the major underlying cause. Not included in this total was a 2012 epidemic caused by fungal contamination of an injectable steroid prepared by a compounding pharmacy, which resulted in 749 serious infections in 20 states, including 229 cases of meningitis and 61 deaths. And one study concluded that 41 percent of doctors considered the lack of FDA approval of a drug preventing preterm delivery as a deterrent to prescribing the medication, with 39 percent having professional liability concerns prescribing the compounded drug.

While efficacy and safety risks vary by the particular compounder and the specific product, these considerations make compounded drugs unlikely to achieve the same level of widespread acceptance among physicians and patients as FDA-approved drugs.

In addition, it is often difficult for patients to have compounded drugs covered by their insurance company. When pharmaceutical benefits manager ExpressScripts announced that it would reimburse Imprimis’s version of pyrimethamine/leucovorin, the announcement was remarkable enough that it made the national news. ExpressScripts admitted that it would also continue to cover a “general prescription” of the drug and that patients could only obtain Imprimis’s version by having their physician send a special prescription directly to Imprimis. Shkreli himself asserted that Imprimis’s compounded drug “isn’t really an alternative” to Turing’s pyrimethamine. In short, while compounded drugs may be sufficient for

72. Id.
73. Lucas Matney, Turing CEO Defends $750 Pill in Reddit AMA, Says Scandal Has Been “Best Possible Way to Get Girls,” TECHCRUNCH (Oct. 25, 2015),
certain individual patients, they are not substitutes in the market as a whole. Given that there are no FDA-approved substitutes for Turing’s pyrimethamine and that Turing has been able to increase price significantly and reduce output, it has monopoly power.

IV. EXCLUSIONARY CONDUCT

To bring a successful monopolization claim, a plaintiff must show not only monopoly power but also exclusionary conduct. This Part first offers an overview of the case law on exclusionary conduct before more specifically exploring the law relating to the denial of drug samples in the context of FDA-required safety programs. It then applies this case law to Turing, showing how the restriction of its distribution system reveals exclusionary conduct.

A. MONOPOLIZATION CASE LAW

To be liable for illegal monopolization, a company not only must have monopoly power but also must engage in exclusionary conduct. Courts often distinguish between the “willful acquisition or maintenance of [monopoly] power” and “growth or development as a consequence of a superior product, business acumen, or historic accident.”

This test is more difficult to apply than to state. Certain cases have served as landmarks to guide analysis. For example, in Aspen Skiing Co. v. Aspen Highlands Skiing Corp., the owner of three downhill skiing facilities in Aspen, Colorado failed to offer a justification for withdrawing from a joint ticketing arrangement with the owner of the only other facility in the area. The Supreme Court defined exclusionary conduct as that which “tends to impair the opportunities of rivals” and which “either does not further competition on the merits or does so in an unnecessarily restrictive way.” The Court found that the monopolist was guilty of anticompetitive conduct because it was willing to forego ticket sales and sacrifice profits to harm its smaller competitor.

As applied by commentators, this profit-sacrifice test
offers a defendant-friendly approach that only punishes activity that has no justifiable reason other than harming competitors.\textsuperscript{78}

In a second classic case, \textit{Otter Tail Power Co. v. United States}, the Supreme Court required a company to share electric power transmission with rivals.\textsuperscript{79} The company “was already in the business of providing a service to certain customers,” and thus could not “refuse[] to provide the same service to certain other customers.”\textsuperscript{80} In particular, there were “no engineering factors that prevented Otter Tail from selling power at wholesale to those towns that wanted municipal plants or [transferring] the power.”\textsuperscript{81} Rather, its “refusals to sell at wholesale or to [transfer] were solely to prevent municipal power systems from eroding its monopolistic position.”\textsuperscript{82}

A third case underscored the importance of an effective regulatory regime that covered the conduct, reducing the need for antitrust. In \textit{Verizon Communications v. Trinko}, the Supreme Court held that the Telecommunications Act of 1996 promoted competition by breaking up local phone service monopolies and effectively did so by imposing a regulatory regime that included penalties and reporting requirements.\textsuperscript{83} The Supreme Court distinguished the \textit{Aspen Skiing} and \textit{Otter Tail} cases by noting that the defendants in those cases offered ski lift tickets and power transmission, respectively, which were services already available to the public.\textsuperscript{84} By contrast, Verizon was required to share unbundled network elements, a “brand new” type of service that “exist[ed] only deep within the bowels” of the company.\textsuperscript{85} These network elements were “offered not to consumers but to rivals, and at considerable expense and effort,” which

\textsuperscript{78} E.g., A. Douglas Melamed, \textit{Exclusive Dealing Agreements and Other Exclusionary Conduct—Are There Unifying Principles?}, 73 \textit{Antitrust} L.J. 375, 392–93 (2006) (“anticompetitive intent” of firm willing to sacrifice profits can be “unambiguously inferred”); Gregory J. Werden, \textit{Identifying Exclusionary Conduct under Section 2: The “No Economic Sense” Test}, 73 \textit{Antitrust} L.J. 413, 415 (2006) (the test’s application “could not be simpler if . . . the conduct cannot possibly confer an economic benefit on the defendant other than by eliminating competition”); Steve D. Shadowen et al., \textit{Anticompetitive Product Changes in the Pharmaceutical Industry}, 41 \textit{Rutgers} L.J. 1, 75–76 (2009) (profit sacrifice leads to natural inference that actor “was aware of and motivated solely to achieve that reduction”).
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\textsuperscript{84} \textit{Id.}
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played a role in the dismissal of Trinko’s claim. The Court also worried about requiring a firm to share with its rivals, as such a remedy would “require[] antitrust courts to act as central planners” and could “facilitate the supreme evil of antitrust: collusion.”

Courts since Trinko have been skeptical of refusal-to-deal cases, worrying about the effects of forcing a company to collaborate with rivals. But as we discuss below, Turing’s conduct is closer to that in Aspen Skiing and Otter Tail than Trinko. The next section turns closer to the facts at issue with pyrimethamine.

B. Risk Evaluation and Mitigation Strategy (REMS) Case Law

As discussed above, when safety issues arise in the clinical trials supporting approval of a drug, the FDA may require the use of Risk Evaluation and Mitigation Strategies (REMS) to ensure that a drug’s benefits outweigh its risks. Although no antitrust case has analyzed issues of the restricted distribution of pharmaceuticals outside the REMS setting, several cases have considered similar issues in the REMS context. Decisions in these cases have revealed that refusing to sell pharmaceutical samples can constitute exclusionary conduct.

In the first case, Lannett sued Celgene, seeking samples of thalidomide (Thalomid), the infamous drug that was found in the 1960s to cause devastating birth defects when used as an antinauseant but was later found to be an effective treatment for leprosy and multiple myeloma. Celgene had been selling the drug under an FDA-approved special distribution scheme called System for Thalidomide Education and Prescribing Safety (STEPS) that was designed to prevent the drug from being inadvertently prescribed to pregnant women. STEPS included “prescriber and pharmacy certification, patient registration, and limitations on drug dispensing” that required patients and prescribers to complete a phone survey identifying risk-increasing behavior before a prescription could be issued. In denying the defendants’ motion to dismiss, the District of New Jersey court ruled that prior cases that “have considered the scope of the affirmative duty to
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deal suggest that a ‘prior course of dealing’ is relevant but not dispositive in determining whether such a duty applies.”⁹² In addition, the court made clear that “the question of whether a defendant sold its product at retail . . . is relevant to determining whether Section . . . 2 liability applies.”⁹³

In a second case, Actelion filed a declaratory judgment action against Apotex, Roxane, and Actavis to affirm that it did not have an obligation to supply samples of bosentan (Tracleer), a vasodilation drug used to treat pulmonary arterial hypertension.⁹⁴ Actelion argued that “its distribution of bosentan [was] restricted to pharmacies certified under the Tracleer Access Program, which require[d] education, counseling, and monthly follow-up of enrolled patients for liver function and pregnancy tests,” and thus that it “could not provide potential competitors with samples of the drug.”⁹⁵ In announcing that it would allow the case against Actelion to proceed, the district court noted that the Supreme Court’s refusal-to-deal decisions were “fact-specific” and “industry-specific” and that the generics “alleged a profit motive which did not exist in Trinko.”⁹⁶ In addition, the court observed that “the FDA does not have the regulatory power to compel samples and . . . there is no other potential remedy to a defendant suffering anticompetitive conduct in that regulatory scheme.”⁹⁷

In a third case, Mylan sued Celgene, challenging its denial of a follow-on variation of thalidomide, lenalidomide (Revlimid), which was sold under a similar program to STEPS.⁹⁸ Even after the FDA determined that Mylan’s testing safety protocols were acceptable, Celgene stalled Mylan’s efforts to obtain samples by imposing unnecessary requests for additional information. The court found that the plaintiffs had successfully pled a monopolization case by pointing to Celgene’s lack of a “legitimate business

---

⁹³ Id. at 12.
⁹⁴ Sarpatwari et al., supra note 28, at 1476–77 (describing controversy over generic manufacturers’ ability to access samples of bosentan).
⁹⁵ Sarpatwari et al., supra note 28.
⁹⁷ See id. at 115–16. In contrast to the lack of FDA authority, the Court in Trinko highlighted the Federal Communications Commission’s ability to control incumbent telephone carriers’ entry into the long-distance market and its enforcement through oversight, penalties, and the revocation of approval to enter the long-distance market. Verizon Commc’ns Inc. v. Law Offices of Curtis V. Trinko, LLP, 540 U.S. 398, 412 (2004).
reason” for its actions, which allegedly were “solely motivated by its goal to obtain long-term anticompetitive gain.”

As of this writing, the Mylan v. Celgene case is ongoing, with the other two cases having settled after the courts refused to dismiss the plaintiffs’ claims. As a result, no final decisions on these issues have been rendered. But the cases chart a potential path to liability for a brand manufacturer’s refusal to provide samples to generic rivals.

C. APPLICATION TO TURING

In considering whether Turing’s refusal to provide samples constitutes exclusionary conduct, the regulatory background is essential. The Supreme Court in Trinko explained that “antitrust analysis must always be attuned to the particular structure and circumstances of the industry at issue.” In particular, courts must take “careful account” of “the pervasive federal and state regulation characteristic of the industry,” and the analysis must “recognize and reflect the distinctive economic and legal setting of the regulated industry to which it applies.”

A central objective of the Hatch-Waxman Act is to encourage generic entry. Congress sought to achieve this goal through several mechanisms, including formalizing the expedited pathway and allowing generic firms to experiment on a brand firm’s drug before the end of the patent term (an otherwise impermissible use). As previously discussed, the Hatch-Waxman scheme allows generic manufacturers to earn abbreviated approvals if they can show that their drugs are bioequivalent to the

99. Id. at 17. In a different setting, in which plaintiffs alleged that they were not able to obtain the samples needed for bioequivalency testing but that the brand firm refused to cooperate in setting up an FDA-required Single Shared REMS program (SSRS), the court dismissed the case. See In re Suboxone Antitrust Litig., 64 F. Supp. 3d 665 (E.D. Pa. 2014).
101. Trinko, 540 U.S. at 411.
102. Id.
Reference Listed Drug by testing samples acquired from distributors or wholesalers.\textsuperscript{105}

This crucial element of competition in the pharmaceutical marketplace is possible only if the generic has access to the brand firm’s samples.\textsuperscript{106} But as evidenced above, monopolists can improperly design their restricted distribution systems to prevent distributors and wholesalers from selling the drug to competing manufacturers. And the brand itself then can refuse to sell to the generic. The combination of the restricted distribution system and the brand’s refusal to deal with the generic would result in the generic lacking access to the samples needed for testing and not being able to demonstrate the bioequivalence needed to file an application. This could lead to a significant weakening of the regulatory regime.\textsuperscript{107}

Restricting the typical expansive distribution scheme also tends to involve a sacrifice of the brand’s profits. As mentioned above, most prescription drugs are available through a standard pharmaceutical distribution chain: from manufacturer to wholesaler, then to retail or mail-order pharmacy, and then to consumer.\textsuperscript{108} The obvious reason for such a system is to distribute the drug as widely as possible, which naturally increases revenues by facilitating consumer access. Limited distribution schemes, in contrast, eliminate the wholesaler and involve distribution only through specialty pharmacies selected by the manufacturer.

Such a restriction entails the brand’s sacrifice of potential profits. Absent a medical reason to limit distribution (for example, monitoring patients), this restriction does not make business sense but can only be explained by its effect on generic rivals. The brand’s refusal to sell the drug similarly would involve profit sacrifice. In fact, the sacrifice of profits itself provides a simple way to determine whether a company’s sole motive is to impair competition. Such a sacrifice, which is economically irrational absent reduced competition, leads to the inference that the actor “was aware of and motivated solely to achieve that reduction.”\textsuperscript{109}

In the regulatory context, and considering profit sacrifice, the cases discussed above foreshadow liability. For example, a generic that offers to purchase samples at the full retail price can claim that, under \textit{Aspen Skiing},


\textsuperscript{106} Kesselheim & Darrow, \textit{supra} note 13, at 340–41.

\textsuperscript{107} See \textit{supra} text accompanying notes 12–21.

\textsuperscript{108} KAISER, \textit{FOLLOW THE PILL}, supra note 21.

\textsuperscript{109} Steve Shadowen et al., \textit{Anticompetitive Product Changes in the Pharmaceutical Industry}, 41 \textit{RUTGERS L.J.} 1, 76 (2009); see also \textit{supra} text accompanying notes 76–78.
the brand that refuses sales that would have been profitable was “willing to sacrifice short-run benefits and consumer goodwill in exchange for a perceived long-run impact on its smaller rival.” Similar to the setting in *Otter Tail*, in which the defendant was able to “sell[] power at wholesale to those towns that wanted municipal plants” but refused to sell “solely to prevent municipal power systems from eroding its monopolistic position,” the brand already is voluntarily selling the drug but restricting its distribution system so that it would not need to sell to others. In addition, the *Trinko* Court’s concerns are less relevant because the brand already sells at retail (reducing problems with “forced sharing”) and makes only a one-time sale (limiting judicial involvement). At the same time, Turing’s change to the distribution scheme did not resemble the setting in *Trinko*, where “[t]he complaint d[id] not allege that Verizon voluntarily engaged in a course of dealing with its rivals,” but instead was similar to that in *Aspen Skiing*, where “[t]he unilateral termination of a voluntary (and thus presumably profitable) course of dealing suggested a willingness to forsake short-term profits to achieve an anticompetitive end.”

The 2015 switch of pyrimethamine to a restricted distribution scheme as a condition of its sale to Turing could result in fewer sales and the sacrifice of profits. Turing left sales on the table by voluntarily cutting back its distribution scheme. Drug manufacturers typically have expansive distribution systems. Absent medical necessity, there is no reason to voluntarily restrict a distribution system, which would result in fewer sales. In this case in particular, there was no apparent reason to limit distribution 62 years after the FDA approved pyrimethamine and with no recent safety concerns. Turing would have no difficulty selling samples to any generic that requested them.

If there were any doubt as to the reason for the change in the distribution system, it was dispelled by Turing itself. Jon Haas, the director of patient access at Turing, admitted that he “would block [a] purchase” of

112. *Verizon Commc’ns Inc. v. Law Offices of Curtis V. Trinko, LLP*, 540 U.S. 398, 408 (2004) (“Enforced sharing . . . requires antitrust courts to act as central planners, identifying the proper price, quantity, and other terms of dealing—a role for which they are ill suited. Moreover, compelling negotiation between competitors may facilitate the supreme evil of antitrust: collusion.”); see Tucker et al., *supra* note 111, at 76.
114. See *supra* text accompanying notes 21–25.
115. See *HOW TO OBTAIN A LETTER FROM FDA*, *supra* note 27, at 2.
pyrimethamine if a generic manufacturer sought to order the pill and conceded that Turing “would like to do our best to avoid generic competition” and was “certainly not going to make it easier” for the generics.\textsuperscript{116} Turing’s insistence on behavior that lacks rational business sense provides strong evidence of blocking generic rivals. This is a powerful illustration of exclusionary conduct that violates the antitrust laws.

D. **COUNTERARGUMENTS**

There are four primary counterarguments that Turing did not engage in exclusionary conduct. First, there is no evidence that a generic has attempted to obtain samples. Second, a price increase does not automatically demonstrate monopolization. Third, a company should not be forced to share its product with rivals. Fourth, courts typically treat exclusive distributor agreements as procompetitive.

First, there is no available evidence that a generic has attempted to obtain samples from Turing. A monopolization claim based on a refusal to license typically includes a request for a license, so some might assert that the absence of a refusal precludes an antitrust claim. But monopolization case law makes clear that there need not always be a formal request and refusal.

The Supreme Court has explained that plaintiffs may be able to show causation if making a request would be futile. For example, in *Zenith Radio Corp. v. Hazeltine Research, Inc.*, the Court made clear that a company’s “fail[ure] to make a formal request for a [patent] license . . . can properly be attributed to [its] recognition that such a request would have been futile,” as the defendant “had made its position entirely clear, and under these circumstances the absence of a formal request is not fatal to [the plaintiff’s] case.”\textsuperscript{117} In *Continental Ore v. Union Carbide & Carbon*, the Court did “not believe that [defendants’] liability under the antitrust laws can be measured by any rigid or mechanical formula requiring [the plaintiff] both to demand materials from respondents and to exhaust all other sources of supply.”\textsuperscript{118} And in *Hanover Shoe v. United Shoe Machinery*, the Court “agree[d] with the courts below that in the circumstances of this case it was unnecessary


\textsuperscript{117}. 395 U.S. 100, 120 n.15 (1969).

\textsuperscript{118}. 370 U.S. 690, 699 (1962).
for [the plaintiff] to prove an explicit demand” to purchase the defendant’s machines.119

Other courts have similarly applied the futility rule. For example, in *Sullivan v. NFL*, the First Circuit held that a team owner did not need to “call for a vote and obtain an official refusal from the NFL” on its public-ownership policy since “such a request would be futile.”120 In *Chicago Ridge Theatre Limited Partnership v. M & R Amusement Corporation*, the Seventh Circuit explained that when the defendant’s policy of providing films was well known, “the formality of the [plaintiff’s] demands or bids . . . cannot be a decisive issue in light of the futility of the requests.”121 And in *Out Front Productions v. Magid*, the Third Circuit explained that “[a]ntitrust suits are subject to no prerequisite, such as that imposed . . . for shareholder derivative suits, requiring that the complaint allege a demand or show futility.”122

In this case, generic firms could reasonably argue that making a request would have been futile. The director of patient access at Turing conceded that he “would block [a] purchase” of pyrimethamine if a generic firm sought to order the pill, and conceded that Turing “would like to do our best to avoid generic competition.”123 Such evidence supports a claim of futility.124

Even beyond the futility claim, a generic might be able to show harm based on its ability, incentive, and preparation to enter the market. Though

120. 34 F.3d 1091, 1104 (1st Cir. 1994); see also id. (“[O]fficial request and official refusal is not necessary to establish causality . . . [where] there is other evidence showing that defendant’s practice caused injury in fact to the plaintiff.”).
121. 855 F.2d 465, 470 (7th Cir. 1988); see also id. (deeming conclusion “consistent with the general rule that a rigid demand requirement is not appropriate in antitrust cases”).
122. 748 F.2d 166, 169 (3d Cir. 1984); see also id. (“Treating a ‘demand’ by an antitrust plaintiff as if it were a condition precedent to maintenance of the suit misdirects the relevant focus, which should be on whether plaintiff has adduced the requisite proof of causation . . . . [N]o persuasive reason has been suggested why evidence of a demand is the only way to prove causation.”).
123. *Id.* Such a response is similar to that in *Aspen Skiing Co. v. Aspen Highlands Skiing Corp.* See 472 U.S. 585, 594 n.14 (1985) (“When the Highlands official inquired why Ski Co. was taking this position considering that Highlands was willing to pay full retail value for the daily lift tickets, the Ski Co. official answered tersely: ’we will not support our competition.’”).
124. Alternatively, a generic could make a request and be turned down. *See* European Commission, *Microsoft Case*, http://ec.europa.eu/competition/sectors/ICT/microsoft/investigation.html [https://perma.cc/6TWJ-QERS] (last visited Feb. 18, 2016) (European Commission case against Microsoft originated with complaint from Sun Microsystems alleging that Microsoft refused to supply it with necessary information to interoperate with Microsoft’s dominant PC operating system).
no company has yet announced an intention to enter the U.S. market, in India alone more than 40 companies manufacture generic versions of pyrimethamine.\textsuperscript{125} These firms include large manufacturers with an international presence, such as Lupin Laboratories and Torrent Pharmaceutical, which could be attracted by the increased price given that they sell the product domestically for as little as $0.03 per tablet.\textsuperscript{126} It would be straightforward for these firms to request a sample and begin preparations to enter the U.S. market. In fact, it is even possible that some companies may have recently requested samples without publicizing such a request.\textsuperscript{127}

Second, a price increase may not constitute monopolization under U.S. law. Such an argument contends that U.S. courts do not regulate price and that antitrust law is ill equipped to referee these disputes. The critique falls short, however, because the behavior targeted by the antitrust analysis is not the price increase but the restriction of the distribution system.

Turing’s price increase is useful in revealing monopoly power.\textsuperscript{128} If Turing lacked such power, it would not be able to impose and (in the face of extreme pressure) maintain a 5000 percent price increase. But the antitrust analysis in this section has targeted Turing’s restriction of pyrimethamine’s distribution system. As a natural result of drug firms’ attempts to maximize profits, expansive networks are the typical distribution scheme in the drug industry. A company’s restriction of its distribution network—especially after the drug has been on the market for 62 years and there are no new safety issues motivating the change—provides strong evidence that the conduct is exclusionary.

Third, a rebuttal asserts that a company should not be required to share its product with rivals. Antitrust law has famously declared that a company has the right “freely to exercise [its] own independent discretion as to parties with whom [it] will deal.”\textsuperscript{129} But even that assertion often omits the crucial

\textsuperscript{125} Samir K. Brahmachari & Nisha Chandran, Affordable Healthcare Threatened! Concern for All Stakeholders, 109 CURRENT SCIENCE 1375, 1375 (2015).

\textsuperscript{126} Id.

\textsuperscript{127} In addition to a claim by a generic against Turing, consumers could also challenge Turing’s behavior on the grounds that it increased price and reduced output. Such effects would demonstrate consumers’ antitrust injury as it would fall squarely within the range of injuries “of the type the antitrust laws were intended to prevent” and that “flow[] from that which makes defendants’ acts unlawful.” Brunswick Corp. v. Pueblo Bowl-O-Mat, Inc., 429 U.S. 477, 489 (1977).

\textsuperscript{128} As discussed above, the price increase also reflects the antitrust injury suffered by consumers. See supra note 127.

preface to the phrase: “In the absence of any purpose to create or maintain a monopoly.”

The case law makes clear that if a company undertakes actions that do not make sense unless they harm a rival, it typically will form the basis for liability. That is especially the case when the company makes a change in an existing, profitable practice. So when a company changes a distribution network in place for decades with no apparent reason other than harming rivals, it should be subject to antitrust liability.

Fourth, Turing selected Walgreen’s as an exclusive distributor. Courts that have reviewed the practice of channeling distribution through a single dealer and refusing to sell to others have found such arrangements procompetitive because manufacturers generally have legitimate reasons for appointing exclusive distributors. For example, a distributor given sole rights to sell a manufacturer’s product could be expected to use its best efforts to promote the product widely.

But Turing’s relationship with Walgreen’s is not a typical exclusive-distributor agreement. For starters, such arrangements tend to be employed by manufacturers that lack “interbrand” market power (in a market consisting of manufacturers selling different brands of the same type of product). By contrast, and as discussed in detail above, Turing has not only market power but also monopoly power. As a result, it has the ability to injure competition by “deny[ing] . . . a needed or valuable input . . . to a rival.” Turing’s refusal to provide samples to potential generic competitors harms the overall market as it increases price and reduces output in a way that an “intrabrand” restraint (within a single brand) does not. In fact, courts have held that antitrust liability could be warranted when

130. Id.
133. Hovenkamp, supra note 31, ¶ 11.6d, at 654.
134. E.g., Republic Tobacco Co. v. N. Atl. Trading Co., 381 F.3d 717, 736 (7th Cir. 2004); see also Planetarium Travel, Inc. v. Altour Int’l, Inc., 622 F. App’x 40, 41 (2d Cir. 2015) (“[E]xclusive distributorship arrangements are presumptively legal.”).
136. A. Douglas Melamed, Exclusionary Vertical Agreements, Address Before the ABA Antitrust Section, U.S. DEPT. OF JUSTICE ANTITRUST DIVISION (Apr. 2, 1998), http://www.justice.gov/atr/speech/exclusionary-vertical-agreements [https://perma.cc/FF73-ANQY]; see also Hovenkamp, supra note 31, ¶ 11.6d, at 655 (noting that when there is interbrand market power, “there may be cases where threats to competition are plausible”).
a generic drug firm enters into an exclusive supply agreement to harm a rival.137

In addition, unlike exclusive distribution agreements that involve “a combining of complements . . . for [the] greater good,”138 Turing’s distribution agreement does not offer any apparent efficiencies. There was no evidence that pyrimethamine was underused before the arrangement was implemented. And there were no apparent safety concerns139 that justified the exclusive relationship. The timing of the change supports this conclusion, with the new system implemented for the first time 62 years after the drug entered the market.

V. ADDITIONAL EXAMPLES

The pyrimethamine example is not the only one raising antitrust concern based on restricted distribution. This Part presents additional issues raised by the monopoly power inquiry and then turns to other instances of exclusionary conduct.

First, as discussed above, a plaintiff must show monopoly power. A high market share, significant price increase, or output reduction could demonstrate monopoly power. This is especially the case when the behavior has received public scrutiny.140 The inquiry, most generally, is whether the company has the ability to control prices and exclude competition. In making this determination, care must be taken to ensure that what initially appears to be a substitute is in fact a substitute. Given the high degree of importance that patients, physicians, and payers place on FDA approval in maintaining safety and potency for prescription drugs, a compounded drug cannot function as a large-scale substitute for an FDA-approved drug.

A similar argument can be made about prescription drugs imported from Canada or other countries. Though individual patients are permitted by the FDA to import drugs from Canada or other countries for their personal use

137. See Geneva Pharms. Tech. Corp. v. Barr Labs. Inc., 386 F.3d 485, 504 (2d Cir. 2004) (exclusive supply agreement showed generic firm’s “intent to seize the sole supply” of an active ingredient to harm a rival and “monopolize the generic [blood thinner] market”).

138. Melamed, supra note 136.

139. See supra text accompanying notes 26–28.

under certain circumstances, such drugs are not widely viewed as legitimate substitutes for prescription drugs because they have not been approved by the FDA. Indeed, policymakers who seek to enhance this pathway as a way of improving patient access to lower-cost drugs inevitably design systems in which the FDA or another trusted regulatory authority certifies the reliability of a particular non-U.S.-based supplier first before they can sell their foreign products in the U.S. market.

Second, a plaintiff must show exclusionary conduct. The case law on monopolization sets the boundaries for such a determination. If a company makes a change to an existing profitable practice, that raises concern. So does the sacrifice of profits, which does not make sense absent its effect on competitors. In particular, when a company restricts an existing, profitable distribution system without a pretense of promoting safety, careful scrutiny is warranted.

This analysis can be applied to other examples of restricted distribution schemes seemingly intended to forestall generic manufacturers. Two close precursors to the restricted distribution system in the pyrimethamine case arose with Shkreli’s previous start-up company, Retrophin.

In 2014, Retrophin acquired chenodiol (Chenodal), another old, inexpensive drug used to treat a rare genetic disorder leading to deficiencies in cholesterol and bile acid breakdown that can cause neurologic dysfunction, cataracts, and cardiovascular disease. Chenodiol was made available only through Retrophin’s Chenodal Total Care Program that purports to assist patients with insurance needs, provides refilling and prescription delivery service, and offers adherence assistance to ensure that patients take medications as prescribed by their physicians. When it established this program, Retrophin increased the price from $9,460 to

---


142. Aspen Skiing Co. v. Aspen Highlands Skiing Corp., 472 U.S. 585, 610–11 (1985) ("[T]he evidence supports an inference that Ski Co. was not motivated by efficiency concerns and that it was willing to sacrifice short-run benefits and consumer goodwill in exchange for a perceived long-run impact on its smaller rival.").

143. See id.


Chenodal now must be ordered over the phone from Retrophin’s distribution partner, Dohmen Life Science Services. In fact, the company admitted that its “[c]losed distribution system does not allow for generics to access product for bioequivalence study.”

Retrophin also owns the rights to tiopronin (Thiola), an old, inexpensive drug used to treat a rare condition called cystinuria, which predisposes patients to a certain type of kidney stone. Retrophin created a “Total Care Hub” program and raised the price from $1.50 per pill to $30 per pill (patients often require multiple pills per day). After increasing the price, Retrophin stated that it would, “similar to Chenodal, . . . move Thiola into closed distribution.” Thiola is distributed only to patients who fax enrollment paperwork directly to Retrophin and arrange for delivery. The company admitted that “[e]xclusivity (closed distribution) creates a barrier and pricing power.”

Similar, otherwise-unexplained behavior in these settings reveals a pattern of profit sacrifice with Shkreli’s companies, making even more apparent the concern with Turing’s conduct in the pyrimethamine case.

An example of a potentially problematic restricted distribution program not related to a Shkreli-led company was presented by the New York Attorney General’s lawsuit against Actavis (now Allergan) and its subsidiary Forest Laboratories (together Forest). As market exclusivity for its twice-daily Alzheimer’s disease medication, memantine (Namenda IR), was ending, Forest sought to introduce a once-daily extended-release version, memantine XR (Namenda XR).


148. Id.; see also Lydia Ramsey, The CEO Who Jacked up the Price of a Drug by 5,000% Has Done This Before, BUSINESS INSIDER (Sept. 23, 2015), http://www.businessinsider.com/martin-shkreli-history-of-price-hikes-2015-9 [https://perma.cc/2NP5-RGPA].

149. Lowe, supra note 147.


152. Actavis, 787 F.3d at 647–48.
available, attracting the Attorney General’s attention for potentially illegally interfering with generic competition.

Forest then proposed an exclusive distribution contract with the mail-order specialty pharmacy Foundation Care, requiring all patients seeking memantine to receive the product through this intermediary and additionally requiring a special medical necessity form. At the same time, the reformulated memantine XR would be made available through normal distribution channels. The Attorney General challenged this proposal as well, ultimately securing a preliminary injunction that required Forest to continue the routine distribution of memantine until the generic versions of that product became available. Restrictions of distribution systems that lack safety justifications and that are designed to restrict generic competition present conduct falling comfortably within the realm of exclusionary behavior that has been found to constitute monopolization.

VI. CONCLUSION

Across public discourse and the political system, Turing’s significant price increase received significant attention. But the restriction of Turing’s distribution system provides more of a hook for a potential antitrust claim. For starters, Turing appears to have monopoly power in engineering and maintaining a 5000 percent price increase, preventing hospitals from obtaining pyrimethamine, and ensuring the absence of FDA-approved substitutes for the drug.

Turing also appears to have engaged in exclusionary conduct in changing its distribution system in a way that sacrificed profits and only made sense in blocking generic competition. The combination of monopoly power and exclusionary conduct is the hallmark of a monopolization claim. Turing’s behavior warrants close antitrust scrutiny.

153. See id.
154. See id. at 648.
155. Capati & Kesselheim, supra note 151.
WIRELESS NETWORK NEUTRALITY: TECHNOLOGICAL CHALLENGES AND POLICY IMPLICATIONS

Christopher S. Yoo†

ABSTRACT

One key aspect of the debate over network neutrality has been whether and how network neutrality should apply to wireless networks. The existing commentary has focused on the economics of wireless network neutrality, but to date a detailed analysis of how the technical aspects of wireless networks affect the implementation of network neutrality has yet to appear in the literature. As an initial matter, bad handoffs, local congestion, and the physics of wave propagation make wireless broadband networks significantly less reliable than fixed broadband networks. These technical differences require the network to manage dropped packets and congestion in a way that contradicts some of the basic principles underlying the Internet. Wireless devices also tend to be more heterogeneous and more tightly integrated into the network than fixed-line devices, which can lead wireless networks to incorporate principles that differ from the traditional Internet architecture. Mobility also makes routing and security much harder to manage, and many of the solutions create inefficiencies. These differences underscore the need for a regulatory regime that permits that gives wireless networks the flexibility to deviate from the existing architecture in ways, even when those deviations exist in uneasy tension with network neutrality.
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I. INTRODUCTION

For the past decade, a single issue dominated Internet policy debates: network neutrality. The perceived need to protect network neutrality led the Federal Communications Commission (FCC) to adopt its first Open Internet Order in 2010 only to see that order overturned on judicial review in 2014. The FCC issued its second Open Internet Order in 2015, which was upheld by the courts the following year. On April 27 2017, the FCC announced its agenda for its May 18 Open Meeting, which included a Notice of Proposed Rulemaking that would revisit most of the key provisions of the second Open Internet Order. The debate over network neutrality appears to be far from over.

Although myriad definitions of network neutrality exist, they share a general commitment to preventing network providers (such as Verizon and Comcast) that offer broadband access to end users from discriminating against traffic based on its source, destination, or content, or based on its associated application, service, or device. From this point of view, all application-specific intelligence and functionality should be confined to the computers operating at the edge of the network, while the routers operating in the core of the network should be kept as simple as possible.
Designing the network in this manner is often regarded as essential to ensuring that the network remains open to all applications.\footnote{For the FCC’s most extensive elaboration of this rationale, see Preserving the Open Internet, Notice of Proposed Rulemaking, 24 FCC Rcd. 13,064, 13,070 ¶ 19, 13,086 ¶ 56, 13,088–89 ¶ 63 (2009) [hereinafter 2009 Open Internet NPRM]. For subsequent restatements embracing this principle, see 2015 Open Internet Order, supra note 2, at 5702 n.570; Protecting and Promoting the Open Internet, Notice of Proposed Rulemaking, 29 FCC Rcd. 5561, 5629 ¶ 8, 5597 ¶ 102 & n.226, 5702 n. 570, 5803 ¶ 431 (2014); Preserving the Open Internet, Broadband Industry Practices, Report and Order, 25 FCC Rcd. 17,905, 17,909–10 ¶ 13 & nn.13–14 (2010) [hereinafter 2010 Open Internet Order].}

One central issue in both Open Internet Orders was whether mobile broadband should be subject to less restrictive rules than fixed broadband. Specifically, the 2010 Open Internet Order adopted three rules, but restricted the application of one of the rules to mobile broadband and completely exempted mobile broadband from another rule.\footnote{See 2010 Open Internet Order, supra note 5, at 17,956–62 ¶¶ 93–106; Net Neutrality: Hearing Before the S. Comm. on Commerce, Sci. & Transp., 109th Cong. 9 (2006) (prepared statement of Vinton G. Cerf, Vice Pres. & Chief Internet Evangelist, Google Inc.) (“The remarkable success of the Internet can be traced to a few simple network principles—end-to-end design, layered architecture, and open standards . . .”).} The 2015 Open Internet Order took a different approach, choosing to apply the same rules to both fixed and mobile broadband. At the same time, the 2015 Order repeatedly recognized the existence of key technical differences between fixed and mobile broadband that must be considered when determining whether a particular network management practice is permissible.\footnote{2015 Open Internet Order, supra note 2, at 5611 ¶ 34, 5643 ¶ 101, 5651 ¶ 118, 5665 ¶ 148, 5701 ¶ 218, 5703–04 ¶ 223.} The 2017 NPRM reopened this issue by “seek[ing] comment on whether mobile broadband should be treated differently from fixed broadband.”\footnote{2017 Open Internet NPRM, supra note 3, at 30 ¶ 94.}

Both orders explicitly suggest that technical dissimilarities might justify the use of network management practices on mobile broadband networks that would not be allowed on fixed broadband networks. Indeed, the 2015 Order requires that regulators grapple with the technical details when determining whether a particular practice violates its terms. Unfortunately, the technical aspects of mobile broadband have gone largely unexplored. So far, the academic commentary has focused almost exclusively on the economics of wireless network neutrality, debating whether wireless broadband providers have the economic means and incentive to restrict traffic from certain sources or applications in ways
that could harm consumers and innovation. While one can debate the economic merits of prohibiting discrimination and prioritization, to date the literature has not grappled with the technical challenges that wireless broadband providers face in managing their networks.

An examination of the way wireless broadband networks actually work at a technical level is thus essential to understanding how network neutrality should be applied to mobile broadband. As discussed further below, differences in the ways that wireless broadband networks manage congestion and reliability necessarily introduce far more intelligence into the core of the network than is the case with fixed broadband networks. Moreover, mobile broadband networks are subject to bandwidth constraints that are much more restrictive than those faced by fixed broadband networks, and mobile operators choose to mitigate congestion by treating traffic differently depending on the applications with which it is associated. Indeed, the engineering literature is replete with observations listing support for mobility as one of the key network functions that the current architecture fails to perform well. The National Science Foundation’s Future Internet Architecture program is sponsoring a project to explore how the Internet might need to be redesigned to accommodate mobile broadband.

---


Many of the ways that wireless broadband networks operate differently from fixed broadband networks involve explicit prioritization of certain types of applications. Other aspects of wireless broadband networks violate many central tenets of the Internet’s architecture, either by changing the semantics or by changing the basic principles around which the Internet is currently designed. Such changes reduce the interoperability of the network and create a much tighter integration between end users and the network. Even less transformative proposals are likely to affect different applications and end users differently and inevitably cause traffic on wireless and wireline networks to behave in a strikingly different manner. Understanding the technical space is thus essential to understanding how and when differential regulatory treatment between wireline and wireless networks may be justified and determining how the exception for reasonable network management should be applied to wireless networks.

The balance of this Article is organized as follows: Part II lays out the relevant regulatory history. Part III explains the basic architectural principles generally associated with the Internet, specifically nondiscrimination and the end-to-end argument. Part IV describes the more restrictive bandwidth constraints that mobile broadband networks face. Part V discusses quality of service. Part VI examines the heterogeneity of devices, and Part VII addresses the additional complexity of routing.

II. THE FCC’S SPECIAL TREATMENT OF MOBILE BROADBAND

The FCC’s attempts to mandate network neutrality have consistently recognized that mobile broadband faces greater challenges than fixed broadband. Indeed, these differences have led the FCC to apply fewer restrictions to mobile broadband than to fixed broadband.

A. THE BASIC REGULATORY REGIME GOVERNING COMMUNICATIONS

The basic structure of the laws governing U.S. communications technologies was established by the Communications Act of 1934 (“1934 Act”) and has remained largely unchanged ever since.\(^{12}\) Title II of the 1934 Act governs telecommunications services, which have historically consisted primarily of traditional telephone service provided via fixed-line technologies. Under Title II, telecommunications carriers are subject to

common carriage regulation, which requires that they provide service to anyone who requests it on terms that are just, reasonable, and nondiscriminatory. A subsequent amendment to Title II authorizes the FCC to use a process known as “forbearance” to excuse telecommunications carriers from having to comply with any regulations that the FCC finds are not necessary to protect consumers.

Title III of the 1934 Act governs spectrum-based communications, which initially consisted solely of radio and television broadcasting transmitted over the air. A provision of the 1934 Act prohibited broadcasting from being treated as common carriers. In *FCC v. Midwest Video Corp. (Midwest Video II)*, the Supreme Court held that this statutory provision prohibited the FCC from requiring any service regulated under the broadcasting statute from making its facilities available on a nondiscriminatory basis.

The emergence of cellular telephony upset this tidy regulatory taxonomy by making it possible to provide telephone service via spectrum. In response, Congress amended Title III to permit regulating spectrum-based communications technologies as common carriers only if they constituted Commercial Mobile Services (CMS). A CMS is any mobile service that makes interconnected services available to the public. All other services are Private Mobile Services (PMS), which are exempt from common carriage regulation.

The emergence of new services that combined the transmission associated with telephone service with the data processing and storage associated with modern computing raised the question of whether and how these technologies should be regulated. From the time these new services first emerged, the FCC consistently exempted them from most regulation. As then-FCC Chairman William Kennard could observe in 1999, “[f]or the past 30 years, the FCC has created a deregulatory environment in which the Internet could flourish.” That said, the FCC

---

21. William E. Kennard, Chairman, Fed. Commc’ns Comm’n, Remarks Before the Federal Communications Bar, Northern California Chapter: The Unregulation of the
tried to avoid directly addressing the proper regulatory classification that would apply to broadband Internet access, which drew a sharp rebuke from two members of the Supreme Court in January 2002. Finally, in March 2002, the FCC ruled that cable modem service was not a Title II service.

The modern debate over network neutrality emerged in 2004, when a speech by FCC Chairman Michael Powell challenged the industry to preserve four “Internet freedoms.” The first three freedoms called for allowing consumers to access legal content, run applications, and attach devices as they saw fit, while the fourth held that consumers should receive meaningful information about their service plans.

The Supreme Court’s Brand X decision eliminated any uncertainty about the propriety of the FCC’s 2002 decision regarding the regulatory classification of cable modem systems discussed above when it upheld the FCC’s ruling that the Internet was not a Title II service. Although the Supreme Court noted that the FCC had not yet decided whether to impose any specific regulatory obligations on cable modem systems, most observers believed that broadband Internet access services would not be subject to open access obligations. Shortly thereafter, the FCC issued


25. Powell, supra note 24, at 5.


27. Id. at 996.

decisions ruling that broadband access provided by telephone companies and mobile providers were also not Title II services.\textsuperscript{29}

In 2005, the FCC issued a Policy Statement adopting four principles that echoed the four “Internet Freedoms” advanced in Powell’s speech.\textsuperscript{30} The FCC’s first three principles mirrored Powell’s first three freedoms, albeit subject to some caveats.\textsuperscript{31} The FCC’s Policy Statement also replaced Powell’s transparency principle with an “entitle[ment] to competition among network providers, application and service providers, and content providers.”\textsuperscript{32}

The FCC was explicit that its Policy Statement was not a new set of rules. According to the FCC, the Policy Statement simply indicated its intention to “incorporate the above principles into its ongoing policymaking activities.”\textsuperscript{33} FCC Chairman Kevin Martin released a concurrent statement recognizing that “policy statements do not establish rules nor are they enforceable documents” and expressing his confidence “that the marketplace will continue to ensure that these principles are maintained” and “therefore, that regulation is not, nor will be, required.”\textsuperscript{34}

Despite these concessions, the FCC invoked the Policy Statement as the basis for sanctioning Comcast for its use of Transmission Control Protocol (TCP) resets to slow down traffic generated by certain peer-to-peer file sharing applications in 2008.\textsuperscript{35}

Because wireless had not yet emerged as an important broadband platform, Chairman Powell’s four freedoms and the 2005 Policy Statement did not draw any distinctions between different broadband technologies.


\textsuperscript{31} Specifically, the Policy Statement made the right to access applications “subject to the needs of law enforcement.” Id. It also limited the right to connect devices to “legal devices that do not harm the network.” Id. All of the principles were “subject to reasonable network management.” Id. at 14,988 n.15.

\textsuperscript{32} Id. at 14,988.

\textsuperscript{33} Id. at 14,988 & n.15.


The impetus to apply less restrictive network neutrality regulations to mobile broadband did not emerge until the proceedings that led to the 2010 Open Internet Order.

B. THE 2010 OPEN INTERNET ORDER

The first recognition that mobile broadband might receive separate treatment appeared in the 2009 Notice of Proposed Rulemaking (NPRM) that led to the 2010 Open Internet Order. The NPRM proposed codifying the four principles included in the 2005 Policy Statement, augmented by new rules that prohibited discrimination and required transparency. The NPRM also included an exception for reasonable network management. The NPRM explicitly sought comment on whether nondiscrimination and reasonable network management might apply differently to mobile broadband.

The 2009 NPRM proved controversial from the outset. It became even more so in April 2010, when the D.C. Circuit overturned the FCC’s order sanctioning Comcast not because the FCC had failed to adopt formal rules, but rather because the FCC had failed to base its actions on any valid statutory grant of authority.

Uncertainty about the FCC’s jurisdiction over network neutrality led then FCC Chairman Julius Genachowski to float a proposal on May 6, 2010 that would have reversed the 2002 Cable Modem Declaratory Ruling upheld in Brand X and would have reclassified Internet access as a Title II service, thereby bringing the Internet within the regulatory regime that governs traditional telephone service. Under the proposal, the FCC would also exercise its statutory forbearance authority to excuse broadband Internet access providers from all but six of the relevant statutory provisions.

Genachowski’s reclassification proposal proved even more controversial than the 2009 NPRM. On May 24, 2010, seventy-four House
Democrats signed a letter urging Genachowski not to reclassify broadband Internet access as a Title II service, warning that it would “jeopardize jobs” and “should not be done without additional direction from Congress.”

Undeterred, the FCC adopted a Notice of Inquiry on June 17, 2010, seeking comment on the possibility of reclassifying the Internet as a Title II service, again over the objections of the two Republican Commissioners. Over the summer, the FCC convened a series of closed-door meetings attempting to find common ground among the key industry players. Concurrently, reports began to emerge that Google and Verizon were on the verge of announcing a new joint position on network neutrality. Rumors of the impending agreement caused the FCC to end its efforts to broker a compromise.

Google and Verizon unveiled their joint proposal on August 10, 2010. The joint proposal endorsed the FCC’s vision of creating rules embodying the first three principles of the 2005 Policy Statement as well as the new rules mandating nondiscrimination and transparency. More importantly for our purposes, it provided a ringing endorsement of subjecting mobile broadband to less stringent regulation. Only the transparency principle would apply to mobile broadband “[b]ecause of the unique technical and operational characteristics of wireless networks, and the competitive and still-developing nature of wireless broadband services.” On September 1, 2010, the FCC issued a further inquiry.

---

45. Id.
52. Id. at 2.
seeking comment on how the proposed network neutrality rules should apply to mobile broadband in general and on the Google-Verizon joint proposal in particular.\textsuperscript{53}

The idea of subjecting mobile broadband to less stringent regulation than fixed broadband became embodied in the Open Internet Order that the FCC adopted on December 23, 2010.\textsuperscript{54} Consistent with the Google-Verizon joint proposal, the 2010 Order applied the transparency rule to mobile broadband, but refrained from applying the nondiscrimination rule to mobile broadband.\textsuperscript{55} The 2010 Order did part with the Google-Verizon joint proposal in one respect, by subjecting mobile broadband to a modified no-blocking rule applicable only to websites and “applications that compete with the provider’s voice or video telephony services.”\textsuperscript{56} The rules were subject to exceptions for reasonable network management and specialized services.\textsuperscript{57} Regarding legal authority, the 2010 Order opted not to regulate under Title II, and instead asserted a welter of other statutory provisions.\textsuperscript{58}

The FCC recognized that “mobile broadband presents special considerations that suggest differences in how and when open Internet protections should apply,” specifically that mobile broadband represented an early-stage platform characterized more competition and greater operational constraints.\textsuperscript{59} Chairman Genachowski echoed this reasoning, noting that key differences distinguished mobile broadband from fixed broadband, including “unique technical issues involving spectrum and mobile networks, the stage and rate of innovation in mobile broadband; and market structure.”\textsuperscript{60} The other two Democratic Commissioners expressed their wish that mobile broadband had been treated the same as fixed broadband, but nonetheless voted for the Order.\textsuperscript{61} Network neutrality advocates were not so easily satisfied, bringing a number of challenges to the decision to apply a lighter touch to mobile broadband.\textsuperscript{62}

\textsuperscript{53} Further Inquiry into Two Under-Developed Issues in the Open Internet Proceeding, Public Notice, 25 FCC Red. 12,637, 12,640–42 (2010).
\textsuperscript{54} 2010 Open Internet Order, supra note 5, at 17,958–62 ¶¶ 97–105.
\textsuperscript{55} Id. at 17,958 ¶ 96, 17,959 ¶ 98, 17,962 ¶ 104.
\textsuperscript{56} Id. at 17,959 ¶ 99.
\textsuperscript{57} Id. at 17,951–56 ¶¶ 80–92, 17,964–65 ¶¶ 112–114.
\textsuperscript{58} Id. at 17,966–81 ¶¶ 115–137.
\textsuperscript{59} Id. at 17,956–97 ¶¶ 94–95.
\textsuperscript{60} Id. at 18,041.
\textsuperscript{61} Id. at 18,046 (Copps, Comm’r., concurring), 18,082 (Clyburn, Comm’r., approving in part and concurring in part).
\textsuperscript{62} See, e.g., Free Press v. FCC, No. 11-2123 (1st Cir. filed Sept. 28, 2011); Mountain Area Info. Network v. FCC, No. 11-2036 (4th Cir. filed Sept. 27, 2011); People’s Prod. House v. FCC, No. 11-3905 ag (2d Cir. filed Sept. 26, 2011); Media
The D.C. Circuit issued its decision resolving the various challenges to the 2010 Open Internet Order on January 14, 2014.\(^{63}\) The court held that the FCC had the authority to regulate broadband Internet access under Section 706 of the Telecommunications Act of 1996,\(^{64}\) but ruled that the FCC could not exercise that authority in a manner inconsistent with any other express statutory provisions, such as the section providing, “A telecommunications carrier shall be treated as a common carrier under this [Act] only to the extent that it is engaged in providing telecommunications services.”\(^{65}\) Nondiscrimination is the hallmark of common carriage regulation (indeed the FCC explicitly equated its nondiscrimination rule with the nondiscrimination contained in Title II),\(^{66}\) and the Communications Act prohibits the FCC from regulating any provider as a common carrier unless it were classified as a Title II provider—a step the FCC specifically declined to take with respect to broadband Internet access.\(^{67}\) The court recognized that it had previously held that another access regulation mandating access on “commercially reasonable” terms did not constitute nondiscrimination because the regulation left “‘substantial room for individualized bargaining and discrimination in terms.’”\(^{68}\) The FCC’s reliance on the same rationale for both the nondiscrimination and the no-blocking rules led the court to strike down the no-blocking rule as well.\(^{69}\) The court noted that the no-blocking rule might be reconstructed as a requirement of a minimum level of service, but found that argument barred by the FCC’s failure to adopt such argument in the 2010 Order or to raise that argument in its briefs.\(^{70}\)

The D.C. Circuit also singled out the attempt to regulate mobile broadband for separate discussion. As noted above, a separate statutory provision provides that the FCC can only subject a mobile service to common carriage if it constitutes as a CMS, while barring common carriage regulation of PMS.\(^{71}\) Because the FCC had classified mobile

\(^{63}\) Verizon v. FCC, 740 F.3d 623 (D.C. Cir. 2014).
\(^{65}\) Verizon, 740 F.3d at 635–50 (citing 47 U.S.C. § 153(51)).
\(^{66}\) Id. at 657.
\(^{67}\) Id. at 650–56.
\(^{68}\) Id. at 652 (quoting Cellco P’ship v. FCC, 700 F.3d 534, 548 (D.C. Cir. 2012)).
\(^{69}\) Id. at 658.
\(^{70}\) Id.
broadband as a PMS, mobile broadband providers are statutorily immune from common carriage requirements “twice over.”  

72. The invalidation of the no-blocking and the nondiscrimination rules rendered moot challenges to the decision not to apply them equally to both fixed and mobile broadband.

C. THE 2015 OPEN INTERNET ORDER

On May 15, 2014, four months after the D.C. Circuit’s decision overturning the 2010 Open Internet Order’s no-blocking and nondiscrimination rules, the FCC, now under the leadership of Chairman Tom Wheeler, issued a new Notice of Proposed Rulemaking designed to establish new rules.  

73. The NPRM explicitly noted that it was following the “blueprint” laid out by the D.C. Circuit by replacing the nondiscrimination rule with a mandate of commercial reasonableness.  

74. It also adopted “the revised rationale the court suggested” and reconstructed the no-blocking rule to establish a minimal level of access.

The FCC tentatively decided to follow the approach taken by the 2010 Open Internet Order that subjected mobile broadband to a less stringent no-blocking rule and exempted mobile broadband from the nondiscrimination rule altogether, although the agency sought comment on whether it should revisit those decisions.  

76. The FCC also sought comment on whether it should continue to classify mobile broadband as a CMS and if so, whether forbearance should apply.

77. President Obama’s November 20, 2014, endorsement of reclassifying broadband Internet access as a Title II service changed the course of the rulemaking dramatically.  

79. Although Chairman Wheeler initially expressed some reluctance, the Open Internet Order adopted by the FCC

72. Verizon, 740 F.3d at 650 (quoting Cellco, 700 F.3d at 538).
74. Id. at 5563 ¶ 4, 5618 ¶ 162; see also id. at 5647 (statement of Chairman Tom Wheeler) (observing that the NPRM was designed to follow the “roadmap laid out by the court”).
75. Id. at 5563 ¶ 3, 5594 ¶¶ 92–93, 5599–600 ¶¶ 110–111.
76. Id. at 5595 ¶ 95.
77. Id. at 5583–84 ¶ 62, 5598 ¶¶ 105–106, 5609 ¶ 140.
78. Id. at 5613–14 ¶¶ 149–150, 5616 ¶¶ 153, 155.
on February 26, 2015, explicitly reclassified broadband Internet access as a Title II service. Pursuant to this authority, the 2015 Order adopted three bright-line rules prohibiting blocking, throttling, and paid prioritization backed by a catch-all standard prohibiting unreasonable interference or disadvantage to consumers or edge providers. The blocking and throttling rules as well as the catch-all standard remained subject to reasonable network management. The 2015 Order self-consciously revised the FCC’s approach to mobile broadband. In contrast to both the 2010 Order and the 2014 NPRM, the 2015 Order opted to apply the same rules to both fixed and mobile broadband. Consistent with this change, the FCC reclassified mobile broadband as a CMS or its functional equivalent instead of a PMS. The FCC continued to recognize that mobile networks “must address dynamic conditions that fixed, wired networks typically do not, such as the changing location of users as well as other factors affecting signal quality,” as well as more restrictive capacity constraints. The 2015 Order thus explicitly recognized that these challenges must be taken into account when assessing whether a practice constitutes reasonable network management and cautioned that this inquiry must preserve mobile broadband operators’ flexibility. The D.C. Circuit upheld these aspects of the FCC’s decision. The 2017 NPRM sought comment on once again classifying mobile broadband as a CMS and reopened the question whether mobile broadband should be regulated differently from fixed broadband.

* * *

The FCC’s network neutrality regulations have consistently acknowledged that the challenges associated with mobile broadband justify subjecting mobile broadband to lighter touch regulation than fixed broadband. In particular, the current rules require a detailed, context-

82. Id. at 5607–09 ¶ 14–22, 5609 ¶ 25, 5638 ¶ 92, 5685 ¶ 192.
83. Id. at 5699–704 ¶¶ 214–24.
84. Id. at 5635–43 ¶¶ 86–101.
85. Id. at 5609 ¶ 25, 5638 ¶ 92, 5685 ¶ 192. The FCC also sought comment on how the transparency rule should apply to mobile, id. at 5669 ¶ 155, and created a safe harbor for disclosures made in the format established by the Consumer Advisory Committee, id. at 5680 ¶ 179.
86. Id. at 5615 ¶ 48, 5776–90 ¶¶ 388–408.
87. Id. at 5703 ¶ 223 (footnotes omitted); accord id. at 5611 ¶ 34.
88. Id. at 5611 ¶ 34, 5643 ¶ 101, 5651 ¶ 118, 5665 ¶ 148, 5701 ¶ 218, 5703–04 ¶ 223.
90. 2017 Open Internet NPRM, supra note 3, at 20–22 ¶¶ 55–62, 30 ¶ 94.
specific assessment to determine whether a mobile operator’s particular practice constitutes reasonable network management.

III. THE BASIC ARCHITECTURAL COMMITMENTS UNDERLYING NETWORK NEUTRALITY

The FCC ruled that mandating network neutrality was necessary to preserve two architectural features that have proven essential to promoting innovation.91 First, broadband Internet access providers had to be prevented from blocking or disadvantaging traffic associated with certain edge providers or applications.92 Second, regulators had to preserve the end-to-end architecture.93 Each will be discussed in turn.

A. THE (SUPPOSED) ABSENCE OF PRIORITIZATION/QUALITY OF SERVICE

Network neutrality advocates often assert that the Internet is also based on the commitment not to permit routers to prioritize traffic based on its source, content, or the application with which it is associated.94 Such prioritization would allow broadband providers to harm innovation by “preferring their own or affiliated content, demanding fees from edge providers, or placing technical barriers to reaching end users.”95

As a matter of history, the claim that the Internet’s architecture did not permit prioritization is problematic.96 Since its inception, the IP header has contained a six-bit type of service field designed to allow the attachment of different levels of priority to individual packets.97 The original design

---

91. Some of these commitments fall outside the scope of this paper. One prime example is the idea of protocol layering. See Christopher S. Yoo, Protocol Layering and Internet Policy, 161 U. Pa. L. Rev. 1707 (2013). Another example is modularity. See Christopher S. Yoo, Modularity Theory and Internet Policy, 2016 U. Ill. L. Rev. 1.
93. See id. at 17,909–10 ¶ 13 & n.13.
94. See, e.g., 2010 Open Internet Order, supra note 5, at 17,947 ¶ 76 (“pay for priority would represent a significant departure from historical and current practice”); LAWRENCE LESSIG, THE FUTURE OF IDEAS 37 (2002) (arguing that “the design effects a neutral platform—neutral in the sense that the network owner can’t discriminate against some packets while favoring others”).
95. See 2015 Open Internet Order, supra note 2, at 5629 ¶ 80.
96. See David D. Clark, The Design Philosophy of the DARPA Internet Protocols, ACM SIGCOMM COMPUTER COMM. REV., Aug. 1988, 108 (“The second goal [of the DARPA architecture after survivability] is that it should support . . . a variety of types of service. Different types of service are distinguished by differing requirements for such things as speed, latency and reliability.”); see also Kai Zhu, Note, Bringing Neutrality to Net Neutrality, 22 BERKELEY TECH. L.J. 615, 619–21, 634–38 (2007) (observing that the Internet was never designed to be neutral).
accommodated three levels of precedence as well as additional flags for particular needs regarding delay, throughput, and reliability, although subsequent changes now allow this field to be used even more flexibly.\textsuperscript{98}

Moreover, claims that the Internet is hostile toward prioritization ignore certain realities about the routing architecture. Tier 1 ISPs share information about the routing architecture with one another through the Border Gateway Protocol (BGP). Enabling networks to engage in policy-based routing that alters the path that traffic takes based on its source or destination represented one of the principal motivations behind BGP’s most recent redesign.\textsuperscript{99}

Nor did efforts to support prioritization end there. Throughout the Internet’s history, the Internet Engineering Task Force (IETF) has issued standards designed to allow networks to provide differential levels of quality of service, including Integrated Services (IntServ),\textsuperscript{100} Differentiated Services (DiffServ),\textsuperscript{101} MultiProtocol Label Switching (MPLS),\textsuperscript{102} and such modern initiatives as Low Extra-Delay Batch Transport (LEDBAT).\textsuperscript{103} Providing better support for quality of service (particularly for real-time data) was identified as one of the major goals of the transition to IPv6.\textsuperscript{104} Indeed, IPv6 includes a traffic class field that is

\textsuperscript{98} Andrew S. Tanenbaum \& David J. Weatherall, \textit{Computer Networks} 440 (5th ed. 2003).


analogous to the type of service field in IPv4. Moreover, IPv6 added a flow label field similar to the labels used by MPLS to incorporate prioritization and other routing policies.

To say that prioritization has a long historical pedigree is not to say that it has won the day. Just as quality of service has its advocates within the engineering community, it also has its detractors. If the presentations in the leading textbooks on network engineering are any guide, the controversy over quality of service shows no signs of abating, with people on both sides of the argument holding strong views. This Article is not intended to take sides in this debate. Instead, the goal is simply to emphasize that the debate over the relative merits of prioritization remains far from settled. In any event, as the following discussion demonstrates, the arguments in favor of prioritizing certain applications over others becomes increasingly compelling when wireless networks are involved.

B. THE END-TO-END ARGUMENT

Another architectural principle often regarded as essential to enhancing innovation is known as the end-to-end argument. In end-to-end system designs, the routers operating in the middle of the network are not optimized for any particular application; instead, any functionality needed to support particular applications is confined to the hosts operating at the edges of the network. Restricting application-specific intelligence to the edges of the network allows developers of new applications to focus exclusively on the software running in the hosts and to avoid having to modify any application-specific programs running in the core of the network. This gives entrepreneurs the confidence that they will remain

Group Request for Comments no. 1550); accord DOUGLAS E. COMER, INTERNETWORKING WITH TCP/IP 563 (5th ed. 2006); LARRY L. PETERSON & BRUCE S. DAVIE, COMPUTER NETWORKS: A SYSTEMS APPROACH 319 (4th ed. 2007); TANENBAUM & WEATHERALL, supra note 98, at 456.
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See COMER, supra note 104, at 510, 515.


Restricting application-specific intelligence to the edges of the network allows developers of new applications to focus exclusively on the software running in the hosts and to avoid having to modify any application-specific programs running in the core of the network. This gives entrepreneurs the confidence that they will remain
free to innovate without having to seek permission from any broadband
Internet access providers.111

Although end-to-end system design is sometimes treated as if it were
an absolute mandate, it should instead be treated as a pragmatic rule of
thumb that should give way under appropriate circumstances.112 Even the
IETF document that is most strongly associated with the principle
recognizes that the continuous nature of technological change means that
architecture principles inevitably change as well.113 This document
observed that “[p]rinciples that seem sacred today will be deprecated
tomorrow” and that “[t]he principle of constant change is perhaps the only
principle of the Internet that should survive indefinitely.” As a result,
the document rejected the idea that the end-to-end argument represented
“dogma about how Internet protocols should be designed.”114 Indeed, the
document recognized that circumstances might cause the Internet Protocol
to change altogether.115

The end-to-end argument is operationalized through two principles
relevant to this Article. First, in an end-to-end design, routers do not
maintain any information associated with any particular traffic. This is
known as flow state or per-flow state.116 Second, each host should have a
unique address that is visible to all other machines.117

1. The Absence of Per-Flow State

One of the central commitments around which the Internet is designed
is that the routers operating in the core of the network store the individual
segments comprising larger communication (known as packets) for the
minimum time needed to forward them toward their final destination. As
soon as the routers have finished forwarding the packets, the routers
discard all information associated with them. Two corollaries of this
principle are that each router makes its own decision about the direction to
route any particular packet and that each packet travels through the

---

111. Id. at 13,089 ¶ 63; accord Protecting and Promoting the Open Internet, Notice of
Proposed Rulemaking, 29 FCC Rcd. 5561, 5564 ¶ 8; 2010 (2014); 2010 Open Internet
Order, supra note 5, at 17,909–10 ¶ 13 & n.13.

112. Christopher S. Yoo, Would Mandating Network Neutrality Help or Hurt
Broadband Competition?: A Comment on the End-to-End Debate, 3 J. ON TELECOMM. &


114. Id.

115. Id. at 2.

116. Id. at 3.

117. Clark, supra note 96, at 113 (flow state); Christopher S. Yoo, The Changing

118. RFC 1958, supra note 108, at 5.
network independent of the packets preceding or following it in the data stream. This concept represented a sharp change from the architecture around which the telephone network was designed, which established dedicated circuits between end users and channeled all of the data associated with that communication along that circuit. The switches in the core of such a circuit-switched network, such as the telephone network, must necessarily retain a lot of information about each flow passing through the network. This information about where packets came from or where they are routed to is called per-flow state.\footnote{119}

The Internet’s origins as a military network meant that the architects placed the highest priority on survivability, measured by the network’s continuing ability to operate despite the loss of nodes within the network.\footnote{120} Networks that rely on a large amount of per-flow state tend not to be particularly robust in this manner. Consider what occurs when a switch in the middle of a telephone network fails. When the switch is lost, so too is all of the information maintained by the switch with respect to each flow. The loss of this per-flow state means that neither the network nor the end user can recover from this event. As a result, the communication fails, and the only way to reestablish it is by placing a new call. Designing the network to avoid per-flow state in the core of the network increased the network’s survivability.\footnote{121}

That said, some entity involved in the communication must maintain per-flow state in order to monitor whether the communication was ever delivered. Should that entity fail the communication would necessarily fail as well. The Internet architects assigned responsibility for these function to the computers operated by end users at the edge of the network, called hosts, a practice that has become known as fate sharing. The rationale is that if the hosts involved in the communication fail, there is probably no need to finish the communication.\footnote{122}

Although survivability represented the original justification for avoiding having routers operate in the core of the network to maintain per-flow state, this rationale has little applicability to the modern Internet. While the loss of nodes may be a real concern in the hostile environments in which the military operates, the destruction of nodes is not typically a major concern in commercial networks.\footnote{123} Instead, the modern rationale for avoiding the maintenance of per-flow state in the core of the network

\begin{footnotes}
\item[119] Id.
\item[120] See Clark, supra note 96, at 106–07.
\item[121] Id. at 108.
\item[122] Id.; RFC 1958, supra note 108.
\item[123] Clark, supra note 96, at 107.
\end{footnotes}
is to facilitate the interconnection of networks that operate on very different principles.

The manner in which the absence of per-flow state facilitates interconnection is well illustrated by the history of the Advanced Research Projects Agency Network (ARPANET), which is widely regarded as the predecessor to the Internet.\(^{124}\) In the ARPANET, all of the routers operating in the core of the network, called Interface Message Processors or IMPs, were manufactured by a single company based on the same computer and ran the same software, and were interconnected by the same technology—telephone lines.\(^{125}\) The IMPs were responsible for a wide variety of tasks. For example, consistent with the standard approach of day,\(^{126}\) IMPs were responsible for making sure that the packets were successfully delivered to the next IMP and, if not, for correcting any errors by resending the packets.\(^{127}\) In addition, IMPs were responsible for congestion control.\(^{128}\)

As a result, IMPs had to maintain a large amount of information about the current status of the packets passing through its network. Although these tasks were often quite complex, the fact that all IMPs were constructed with the same technology and operated on the same principles made them very easy to interconnect. The architects encountered greater problems when they attempted to interconnect the ARPANET with the two other packet networks sponsored by the Defense Department: the San Francisco Bay Area Packet Radio Network (PRNET) and the Atlantic Packet Satellite Network (SATNET). Differences in transmission technologies, throughput rates, packet sizes, and error rates made these networks remarkably difficult to interconnect. In addition, every network would have to maintain the same per-flow state information as the other network with which it wanted to interconnect and would have to

---

126. See Geoff Huston, *The End of End to End?*, ISP COLUMN (May 2008), at 1, http://www.potaroo.net/ispcol/2008-05/eoe2e.pdf (noting that the predominant approach to digital networking during the 1970s and 1980s required that each switch in a path store a local copy of the data until it received confirmation that the downstream switch has received the data).
understand its expected response when receiving a communication from
another router.\textsuperscript{129}

The International Network Working Group (INWG) considered a
variety of solutions to these problems.\textsuperscript{130} It rejected as too cumbersome
and too error-prone approaches that would have required every host to run
simultaneously every protocol used by other types of networks\textsuperscript{131} or would
have required each system to translate the communication into another
format whenever it crossed a boundary between autonomous systems as
too cumbersome and error-prone.\textsuperscript{132} Instead, Vinton Cerf and Robert
Kahn’s seminal article creating the Internet Protocol (IP) established a
single common language that all networks could understand.\textsuperscript{133} To
facilitate its use by multiple networks, this common language was kept as
simple as possible and included only the minimum information needed to
transmit the communication.\textsuperscript{134} All of this information was placed in an
internetwork header that every gateway could read without modifying it.\textsuperscript{135} The fact that all of the information needed to route a packet was
contained in the IP header eliminated the need for any router to know
anything about the design of the upstream network delivering the packet to
it or about the design of the downstream network to which it was
delivering the packet.

This in turn meant that functions previously handled by routers, such
as reliability, were now assigned to the hosts operating at the edge of the
network. Even friendly observers have conceded that at the time this
approach was regarded as “heresy,”\textsuperscript{136} “unconventional,”\textsuperscript{137} and “odd.”\textsuperscript{138}
Over time, it has become an accepted feature of the network.

\begin{itemize}
\item \textsuperscript{129} See ABBATE, supra note 124.
\item \textsuperscript{130} Id. at 131–32.
\item \textsuperscript{131} Vinton G. Cerf & Robert E. Kahn, \textit{A Protocol for Packet Network
alternative is for every HOST or process to implement every protocol . . . that may be
needed to communicate with other networks.”).
\item \textsuperscript{132} See ABBATE, supra note 124, at 128; Vinton G. Cerf & Peter T. Kirstein, \textit{Issues
\item \textsuperscript{133} Cerf & Kahn, supra note 131, at 638.
\item \textsuperscript{134} See Barry M. Leiner et al., \textit{The DARPA Internet Protocol Suite}, IEEE COMM.,
Mar. 1985, at 29, 31 (“The decision on what to put into IP and what to leave out was
made on the basis of the question ‘Do gateways need to know it?’.”).
\item \textsuperscript{135} Cerf & Kahn, supra note 131, at 638–39.
\item \textsuperscript{136} Huston, supra note 126, at 1.
\item \textsuperscript{137} ABBATE, supra note 124, at 125.
\item \textsuperscript{138} Ed Krol & Ellen Hoffman, \textit{FYI on “What Is the Internet?”} 2, 4 (May 1993),
no. 1462).
\end{itemize}
2. **Unique, Universal Addresses Visible to All Other Machines**

The interconnection of different networks was further complicated by the fact that each network tended to employ its own idiosyncratic scheme for assigning addresses to individual hosts and routers.\(^\text{139}\) The Internet’s architects solved this problem by requiring that all networks employ a single, uniform addressing scheme common to all networks.\(^\text{140}\) This scheme included the address information in the header of every IP packet so that every router could access the address information directly instead of having to maintain per-flow state. Moreover, hosts operating at the edge of the network must make their IP addresses visible to the rest of the network.\(^\text{141}\)

**IV. TRAFFIC GROWTH, BANDWIDTH CONSTRAINTS, AND NETWORK MANAGEMENT**

The sharp increase in bandwidth consumption poses one of the biggest challenges to wireless networks. Since 2010, the number of mobile broadband subscribers has exceeded the number of subscribers of all other broadband technologies combined.\(^\text{142}\) Moreover, industry observers estimate that wireless traffic will grow at an annual rate of 57% from 2014 to 2019, as compared with a growth rate of 23% forecast for fixed Internet service.\(^\text{143}\) When traffic saturates the available capacity, packets are forced to wait in queues. These queues become sources of jitter and delay, which degrades the quality of service provided by the network.

The increase in the number of mobile broadband subscribers and the growth in wireless broadband traffic have increased the need for network providers to engage in network management. As a general matter, there are two classic approaches to managing explosive traffic growth. One

---

\(^{139}\) See Cerf & Kahn, *supra* note 131, at 637.

\(^{140}\) See Cerf & Kirstein, *supra* note 132, at 1393, 1399 (discussing the common internal address structure required for packet-level interconnectivity); Cerf & Kahn, *supra* note 131, at 641 (“A uniform internetwork TCP address space, understood by each GATEWAY and TCP, is essential to routing and delivery of internetwork packets.”).


solution is simply to increase network capacity. The presence of additional headroom makes it less likely that spikes in traffic will saturate the network, which in turn allows the packets to pass through the network without any delay. The other solution employs network management to give a higher priority to traffic associated with those applications that are most sensitive to delay.

For example, traditional Internet applications, such as email and web browsing, are essentially file transfer applications. Because file transfer applications typically display their results only after the last packet is delivered, delays in the delivery of intermediate packets typically do not adversely affect their performance. This contrasts with real-time, interactive applications, such as Voice Over Internet Protocol (VoIP), video conferencing, and virtual worlds, which are becoming increasingly important on the Internet. The performance of these applications depends on the arrival time and spacing of every intermediate packet, with delays of as little as one third of a second being enough to render the service unusable. As such, these applications are considerably more vulnerable to network congestion.

Networks can help protect the operation of time-sensitive applications either by expanding capacity or by giving their packets a higher priority. In the latter case, it is conceivable that the network need only to rearrange the order of the intermediate packets without affecting when the last packet will arrive. If so, network management can improve the performance of the time-sensitive application without having any adverse impact on the application that is less time sensitive. Even if small delays occur, with non-time-sensitive applications such as file-transfer, delays of a fraction of a second are virtually undetectable.

A review of leading computer networking textbooks reveals that the choice between these two approaches has long been a source of

144. For a representative statement appearing in the engineering literature, see Yaqing Huang & Roch Guerin, Does Over-Provisioning Become More or Less Efficient as Networks Grow Larger?, PROC. 13TH IEEE INT’L CONF. ON NETWORK PROTOCOLS (ICNP) 225 (2005). For a similar statement appearing in the legal literature, see, for example, Lessig, supra note 94, at 47 (arguing in favor of addressing bandwidth scarcity by increasing capacity instead of implementing quality of service).


147. The problem is most acute for interactive video, such as video conferencing. For linear video (whether prerecorded or live), media players can ameliorate the jitter caused by congestion by delaying playback to buffer a quantity of packets so they may be released in a steady stream. Yoo, supra note 117, at 71.
controversy in the engineering community with respect to wireline networks. In the wireline context, engineering studies indicate that the amount of headroom needed to preserve quality of service without prioritization can be substantial. Expanding bandwidth thus maintains simplicity, but requires the incurrence of significant capital costs. The additional cost associated with nonprioritized solutions increases the number of subscribers that a bandwidth expansion needs to breakeven, which in turn limits broadband deployment in ways that are likely to exacerbate the digital divide. Network management, on the other hand, substitutes operating costs for capital costs, which allows them to be recovered as they are incurred. It does have the side effect of adding complexity to the network.

The tradeoff between these two approaches plays out much differently in the context of wireless networking. As an initial matter, wireless networks face limits that wireline networks do not face with regards to the number of end users that can be served in a particular area. A person connected to the Internet via a wireline technology (whether fiber, coaxial cable, or twisted pairs of copper) employs a signal that is narrowly channeled through space. This geographic limitation allows multiple end users to avoid interfering with one another even if they are sitting side by side.

Wireless signals propagate quite differently. Unlike wireline signals, wireless signals propagate in an unchanneled manner in all directions. The signals of one user are thus perceived as noise by other end users. As Claude Shannon recognized in 1948, the increase in noise reduces the amount of usable bandwidth available to those other users. The greater the density of users becomes, the more constricted the bandwidth

148. See COMER, supra note 104, at 510, 515.
151. The fact that any electrical current creates some degree of radio frequency interference means that adjacent usage does create some interference. Any such interference occurs at very low power and can be minimized by proper shielding of the cables and the equipment.
becomes. This implies that there is an absolute limit to the density of end users who can use wireless broadband in any particular geographic area.\textsuperscript{154} 

Even more importantly, wireless providers’ options for expanding capacity are much more limited than for wireline networking. Wireless providers can increase bandwidth by deploying a larger number of microwave base stations operating at lower power or by deploying increasingly sophisticated receiving equipment. Such solutions are typically quite costly. Moreover, the gains from such strategies are finite. Once they are exhausted, the restrictions on the amount of spectrum allocated to any particular service sharply limits network providers’ ability to expand capacity any further.\textsuperscript{155} 

These bandwidth limitations require wireless networks to engage in extensive network management.\textsuperscript{156} Specifically, if a subscriber in a low-bandwidth location is speaking on the telephone, the wireless network will prioritize the voice traffic and hold all email and other data traffic until the subscriber moves to a higher-bandwidth location or ends the call.\textsuperscript{157} Other services rate-limit or prohibit video and other high-bandwidth services to ensure that a small number of users do not occupy all of the available bandwidth.\textsuperscript{158} Technologies such as T-Mobile’s Binge On adopt a different approach: it uses a strategy pioneered by MetroPCS\textsuperscript{159} to reduce the bandwidth needed to convey video by reducing the resolution of all video to 480p. The bandwidth reductions are so significant that T-Mobile is able to exempt this traffic from counting towards end-users’ data caps.\textsuperscript{160} From a technical standpoint, this scheme does not work for non-video applications and thus cannot be employed in an application-agnostic way. A prohibition on prioritization based on applications would obstruct these types of network management tools from being deployed.

\textsuperscript{154} Gupta & Kumar, \textit{supra} note 152, at 391–92. Wireless operators can reduce this interference by using directional transmitters and receivers. Such solutions work only if you know the location of every sender and receiver. As such, they are poorly suited to wireless networking of mobile devices.


\textsuperscript{157} Yoo, \textit{supra} note 117, at 78.

\textsuperscript{158} Id. at 78–79.


Prioritizing certain applications over others requires tight integration of the network and the device. The FCC noted as much when repealing the regulation barring network providers from bundling telecommunications services with the devices used by end-user, also known as customer premises equipment or CPE. The FCC recognized that the equipment that increasingly serves as enhancements to the network requires sophisticated interactions between the network and the device that was being impeded by the unbundling requirement.\(^{161}\) In other words, the device was part of the functionality of the network itself, a fact that renders calls for mandating that wireless broadband networks be open to all devices problematic.\(^{162}\)

A. **DIFFERENCES IN WIRELINE AND WIRELESS QUALITY OF SERVICE AND RELIABILITY**

Wireline and wireless broadband networks also differ in terms of their reliability. As anyone who has suffered through dropped calls on their mobile telephone recognizes, wireless technologies are much less reliable than wireline technologies. Part of the problem is the difficulty of seamlessly handing off a communication when a mobile wireless user transfers from one base station to another. Other problems are due to the physics of wave propagation, which can cause interference in wireless networks to arise in much more transient and unpredictable ways than in wireline networks.

These differences in reliability have implications for many basic architectural decisions for the Internet. For example, although the current network relies on hosts to correct errors by resending packets that are dropped, in a wireless world it is often more efficient to assign responsibility for those functions to routers operating in the core of the network. In addition, wireline networks rely on hosts to manage congestion on the Internet. For reasons discussed below, wireless networks’ lack of reliability means that the traditional approach to congestion management will not work well on wireless. The result is that basic functions such as recovery from errors and managing congestion—two of the most fundamental functions performed by the network—operate far differently on wireless networks than on wireline networks.


\(^{162}\) See Wu, *supra* note 9, at 395–401.
B. **Different Dimensions of Quality of Service**

The performance guarantees provided by different networking technologies, known as quality of service or QoS, can vary widely. Most commentators discuss quality of service in terms of guaranteed throughput rates. As a preliminary matter, it bears mentioning that the engineering community typically views quality of service as occupying more dimensions than mere bandwidth. In addition, networks vary in terms of their reliability (i.e., the accuracy with which they convey packets), delay or latency (i.e., the amount of time it takes for the application to begin functioning after the initial request is made), and jitter (i.e., variations in the regularity of the spacing between packets).\(^\text{163}\)

Interestingly, applications vary widely in the types of quality of service they demand. For example, the transfer of health records is not particularly bandwidth intensive and can accept millisecond latencies and jitter without much trouble, but is particularly demanding in terms of reliability. Voice over Internet Protocol (VoIP) is also not bandwidth intensive and tolerates unreliability, but is quite sensitive to latency and jitter. Financial transactions have low bandwidth requirements, but must have latency guarantees in the microseconds and perfect reliability. Interactive video applications (such as video conferencing and virtual worlds) are bandwidth intensive and intolerant of jitter and latency, but can allow a degree of unreliability.

Furthermore, network systems can improve certain dimensions of quality of service, but only at the expense of degrading other dimensions.\(^\text{164}\) For example, streaming video works best when packets arrive in a steady stream. As a result, it is quite sensitive to jitter. Irregularities in the spacing between packets can be largely eliminated by placing all of the arriving packets in a buffer for some length of time and beginning to release them later. The presence of an inventory of backlogged packets allows them to be released in a nice even pattern. The cost, however, is to create a delay before the application begins to run.

C. **Causes of Poor Quality of Service on Wireless Broadband Networks**

Quality of service on wireless broadband networks can degrade for a wide variety of reasons not applicable to wireline networks. These reasons
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163. TANENBAUM, supra note 98, at 405.
include bad handoffs between base stations, local congestion, and the physics of wave propagation.

1. Bad Handoffs

Bad handoffs represent an important cause of poor quality of service in mobile broadband networks. In order to receive service, a wireless device must typically establish contact with some base station located nearby. Circumstances may require a device to transfer its connection from one base station to another. For example, the mobile host may have moved too far away from the original base station. Alternatively, the current base station may have become congested or environmental factors may have caused the signal strength between the current base station and the mobile host to have deteriorated.\textsuperscript{165} For reasons discussed more fully below, transferring responsibility for a mobile host from one base station to another has proven to be quite tricky. It is not unusual for wireless networks to make bad handoffs, which can cause communications to be dropped.

2. Local Congestion

In addition, because wireless technologies share bandwidth locally, they are more susceptible to local congestion than many fixed-line services, such as DSL and fiber to the home. Local congestion makes end users acutely sensitive to the downloading behavior of their immediate neighbors. Other technologies, such as cable modem systems, are also subject to local congestion. The more restrictive bandwidth limitations make this problem worse for wireless networks, as does the fact that wireless networks are typically designed so that data and voice traffic share bandwidth, unlike wireline telephone and cable modem systems which place their data traffic in a different channel from their core business offerings. As a result, wireless broadband networks are particularly susceptible to spikes in demand.

These limits have led many wireless providers to limit or ban bandwidth intensive applications, such as video and peer-to-peer downloads, in order to prevent a small number of users from rendering the service completely unusable. For example, some providers using unlicensed spectrum to offer wireless broadband in rural areas have indicated that they bar users from operating servers for this reason.\textsuperscript{166}


\textsuperscript{166} See, e.g., Ensuring Competition on the Internet: Net Neutrality and Antitrust: Hearing Before the Subcomm. on Intellectual Prop., Competition, and the Internet of the
United blocks video on its airplanes. Amtrak similarly blocks video and restricts large downloads on its train, while permitting such traffic in its stations where bandwidth is less restricted.\textsuperscript{167}

3. The Physics of Wave Propagation

The unique features of waves can cause wireless technologies to face interference problems that are more complex and fast-changing than anything faced by wireline technologies. Anyone who has studied physics knows that waves have some distinctive characteristics. These characteristics can reinforce each other in unexpected ways, as demonstrated by unusual echoes audible in some locations in a room and by whispering corners, where the particular shape of the room allows sound to travel from one corner to the other even though a person speaks no louder than a whisper. As noise-reducing headphones and cars demonstrate, waves can also cancel each other out. Waves also vary in the extent to which they can bend around objects and pass through small openings, depending on their wavelength. The discussion that follows is necessarily simplified, but it is sufficient to convey the intuitions underlying some of the considerations that make wireless networking so complex.

For example, wireless signals attenuate much more rapidly with distance than do wireline signals, which makes bandwidth much more sensitive to small variations in how distant a particular user is from the nearest base station. This requires wireless providers to allocate bandwidth by dynamically requiring individual transmitters to adjust their power. The physics of wireless transmission can also create what is known as the “near-far” problem, where a transmitter can completely obscure the signal of another transmitter located directly behind it by broadcasting too loudly.\textsuperscript{168} WiFi networks similarly adjust the power of individual users dynamically to help allocate bandwidth fairly.\textsuperscript{169} Again, the solution is to require the nearer transmitter to reduce its power, and accordingly its available bandwidth, in order for the other transmitter to be heard.


167. Yoo, \textit{supra} note 147, at 79 n.39.


Moreover, in contrast to wireline technologies, there is an absolute limit to the density of wireless users that can operate in any particular area. Shannon’s Law dictates that the maximum rate with which information can be transmitted given limited bandwidth is a function of the signal-to-noise ratio. Unlike wireline transmissions, which travel in a narrow physical channel, wireless signals propagate in all directions and are perceived as noise by other receivers. That means that when more people use wireless broadband, the amount of bandwidth available to others operating in the same area is reduced. At some point, the noise becomes so significant that the addition of any additional wireless radios becomes infeasible.

Managing wireless networks is further complicated by the fact that waves are also subject to refraction and diffraction. Refraction is a change in speed and direction that occurs whenever the transmission medium through which the wave is passing changes, such as when a wave travelling through the air passes through a wall and then back into the air. The change in speed necessarily causes a change in the wave frequency. Diffraction occurs when a wave tries to bend around an obstacle or passes through a slit that is comparable in size to its wavelength. It has long been recognized that diffraction can cause complex patterns of interference.

Wireless transmissions also suffer from what are known as “multipath problems” resulting from the fact that terrain and other physical features can create reflections that can cause the same signal to arrive at the same location multiple times. Unless the receiver is able to detect that it is receiving the same signal multiple times, it will perceive multipathing as an increase in the noise floor that reduces the available bandwidth.

When reflections cause the same signal to arrive by different paths, the signal can arrive either in phase (with the peaks and the valleys of the wave form from the same signal arriving at exactly the same time) or out of phase (with the peaks and the valleys of the wave form from the same signal arriving at different times). When waves reflecting off a hard surface arrive in phase, the signal reinforces itself, creating a localized hot spot in which signal is unusually strong.
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When reflected waves arrive out of phase, they can dampen the signal. When they arrive perfectly out of phase (i.e., 180° out of phase), the reflection can create a dead spot by canceling out the wave altogether. Although smart transmitters and receivers can avoid these problems if they know the exact location of each source and can even use the additional signal to extend the usable transmission range, they cannot do so if the
receiver or the other sources are mobile devices whose locations are constantly changing.

Figure 2: Cancellation by Two Wave Forms That Are 180° Out of Phase

A standard result in any physics textbook is that a reflection creates waves that are identical to a point source that is equidistantly located on the other side of the reflective surface and the signal strength is quite unpredictable. Consider the simple diagram in Figure 3, in which the black circles represent the peaks of the wave form, while the grey circles represent the valleys. The points where two black circles or two grey
circles cross represent hot spots where signals reinforce one another. The locations where a black circle crosses a grey circle represent dead spots where waves tend to cancel one another out.

Figure 3: Interference Caused by the Reflection of Waves

Obviously, individuals traversing a room might pass through a variety of hot and cold spots. In addition, wave reflections can result not only from immobile objects, such as terrain and buildings, but also from mobile objects, such as cars and trucks. The result is that the amount of bandwidth available can change dynamically on a minute-by-minute basis.

A participant at a May 2010 conference held at the University of Pennsylvania related a particularly vivid example of this phenomenon. While living in London, he had an apartment overlooking the famous Speakers’ Corner in Hyde Park. Thinking that those in the Speakers’ Corner might enjoy having WiFi service, he established a WiFi hotspot and pointed a directional antenna at the location only to find that his signal was intermittently blocked even though nothing ever passed directly between his apartment and the Corner. He eventually discovered that the interference arose whenever a double-decker bus was forced to stop at a

172. Id.
nearby traffic light. Even though the bus did not directly obstruct the waves travelling to and from the Speakers’ Corner, it created a multipath reflection that periodically cancelled out the direct signal.\footnote{Christian Sandvig, Assoc. Professor of Commc’n, Univ. of Ill., Remarks presented at the Center for Technology, Innovation and Competition’s conference on “Rough Consensus and Running Code: Integrating Engineering Principles into the Internet Policy Debates,” \textit{How to See Wireless} (May 7, 2010). For a description of the project, see PHILIP N. HOWARD, NEW MEDIA CAMPAIGNS AND THE MANAGED CITIZEN xi–xii (2006).}

**Figure 4: The Problem of Multipath Propagation**

The result is that interference from other sources can be quite unpredictable and change rapidly from minute to minute. For these reasons, many wireless providers implement protocols that dynamically manage their networks based on the available bandwidth, giving priority to time-sensitive applications during times when subscribers are in areas of low bandwidth, such as by holding back e-mail while continuing to provide voice service. They have to implement these protocols much more aggressively and dynamically than do wireline providers.

D. \textbf{IMPLICATIONS OF THE LOWER QUALITY OF SERVICE IN WIRELESS NETWORKS}

The difference in the quality of service provided by wireless and wireline networks necessarily requires that the two networks be managed differently. In particular, wireless networks handle error correction and congestion in a manner that is quite different from wireline networks.

1. \textit{Error Correction}

Wireless networks sometimes run afoul of the standard approach to ensuring reliability on the wireline Internet. The workhorse transport protocol on the Internet known as the Transmission Control Protocol or TCP ensures reliability by calling for every host to set a retransmission
timer based on the expected round-trip time between the sending host and the receiving host.\textsuperscript{174} Receiving hosts are supposed to send acknowledgements for every packet they successfully receive. If the sending host does not receive an acknowledgment when its retransmission timer expires, it resends the packet and repeats the process until it is successfully transmitted.\textsuperscript{175}

In many ways, relying on feedback loops and end-to-end retransmission is quite inefficient. Resending packets from the source requires the consumption of significant network resources. In addition, waiting for the retransmission timer to expire can cause significant delays. Such overhead costs become higher as the packet loss rates increase. If loss rates become sufficiently high, it may make sense for networks to employ network-based error recovery mechanisms instead of relying on end-to-end error recovery.

The lower reliability of wireless networks thus can lead system designers to deploy functionality in the core of the network to ensure reliability and error recovery. For example, PRNET employed a network-based reliability system known as forward-error correction.\textsuperscript{176} The higher loss rates in wireless technologies also explains why wireless broadband networks are increasingly deploying network-based reliability systems, such as Automatic Repeat reQuest (ARQ), that detect transmission errors and retransmit the missing data from the core without waiting for the host-based retransmission timer to expire and without consuming the additional network resources needed to retrieve the packet all the way from the host.\textsuperscript{177} Other techniques that allow routers in the core to participate in the transport layer exist as well.\textsuperscript{178}

2. Congestion Management

The lack of reliability also requires that wireless technologies employ a significantly different approach to managing congestion. The primary mechanism for controlling congestion on the Internet was developed in the late 1980s shortly after the Internet underwent a series of congestion collapses. As noted earlier, TCP requires that receiving hosts send acknowledgments every time they successfully receive a packet. If the

\textsuperscript{174} TANENBAUM & WEATHERALL, supra note 98, at 569–70.
\textsuperscript{175} Id. at 568.
\textsuperscript{177} KUROSE & ROSS, supra note 107, at 207–15; TANENBAUM & WEATHERALL, supra note 98, at 222–26.
\textsuperscript{178} See KUROSE & ROSS, supra note 107, at 575–77.
sending host does not receive an acknowledgement within the expected timeframe, it presumes that the packet was lost and resends it.\textsuperscript{179} The problem is that the host now has sent twice the number of packets into a network that was already congested. Once those packets also failed to arrive, the host introduced still another duplicate packet. The resulting cascade would bring the network to a stop.

Because congestion is a network-level problem that is the function of what multiple end users are doing simultaneously rather than the actions of any one end user, some proposed addressing it through a network-level solution. This was done in the original ARPANET through networks running asynchronous transfer mode (ATM) and many other early corporate networks.\textsuperscript{180} However, the router hardware of the time made network-based solutions prohibitively expensive. On the other hand, hosts can also stop congestion collapse if they cut their sending rates in half or more whenever they encounter congestion. The problem is that congestion is the product of what multiple hosts are doing, whereas any individual host only knows what it is doing. Thus the hosts operating at the edge of the network typically lack knowledge of when the network is congested.

Van Jacobson devised an ingenious mechanism by which hosts operating at the edge of the network can infer when the core of the network has become congested based on the information they were able to see. Jacobson noted that packet loss typically occurs for only two reasons: (1) transmission errors, or (2) discard by a router where congestion has caused its buffer to become full.\textsuperscript{181} Because wireline networks rarely drop packets due to transmission errors, hosts operating at the edge of the network could infer that the failure to receive an acknowledgement within the expected time was a sign of congestion. Hosts could then take this as a signal to reduce congestion by slowing down their sending rates exponentially.\textsuperscript{182}

However, this inference is invalid for wireless networks. Wireless networks drop packets due to transmission error quite frequently, either because of a bad handoff as a mobile user changes cells or because of the interference problems discussed above. When a packet is dropped due to a

\textsuperscript{179} Id. at 240.
\textsuperscript{182} Id.
transmission error, reducing the sending rate exponentially only serves to degrade network performance. Instead, the sending host should resend the dropped packet as quickly as possible without slowing down. In other words, the optimal response for wireless networks may well be the exact opposite of the optimal response for wireline networks.

E. RESPONSES TO THE LOWER QUALITY OF SERVICE IN MOBILE BROADBAND NETWORKS

In short, the deployment of wireless broadband is putting pressure on the traditional mechanisms for managing error correction and congestion, two of the most basic functions performed by the network. The higher loss rates make the traditional approach to error recovery more expensive and make it impossible to regard packet loss as a sign of congestion.

As a result, the engineering community is experimenting with a variety of alternative approaches. One approach allows local recovery of bit errors through some type of forward error recovery. One such solution places a “snoop module” at the base station that serves as the gateway used by wireless hosts to connect to the Internet that keeps copies of all packets that are transmitted and monitors acknowledgments passing in the other direction. When the base station detects that a packet has failed to reach a wireless host, it resends the packet locally instead of having the sending host do so. A second approach calls for the sending host to be aware of when its transmission traverses wireless links. Dividing the transaction into two internally homogeneous sessions makes it easier to infer the current status of the network. A third approach splits the wireless and the wireline approaches into separate TCP or UDP sessions.

Many of these approaches violate the semantics of TCP, since the packets are not addressed to the receiving hosts. Many of them introduce
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185. See generally Hari Balakrishnan et al., Improving Reliable Transport and Handoff Performance in Cellular Wireless Networks, 1 WIRELESS NETWORKS 469 (1995).
intelligence into the core of the network and violate the principle of avoiding per-flow state. The split connection approach violates the principle of end-to-end connectivity. All of them require introducing traffic management functions into the core of the network to a greater extent than originally envisioned by the Internet’s designers.

V. THE HETEROGENEITY OF DEVICES

Starting with Michael Powell’s 2004 four freedoms speech, every network neutrality proposal has called for broadband Internet access networks to be open to all legal devices. Indeed, the 2015 Open Internet Order included devices within the no blocking, no throttling, and no paid prioritization rules as well as the catchall prohibiting unreasonable interference and disadvantage.188

In stark contrast to the fixed line world, wireless devices are not universally compatible with every network. For example, Verizon’s wireless broadband network is based on a protocol known as Evolution-Data Optimized (EV-DO) operating in the traditional cellular portion of the spectrum. Sprint’s wireless broadband network also employs EV-DO, but operates in the band of spectrum originally allocated to the second-generation wireless technology known as Personal Communications Services (PCS). AT&T’s wireless broadband networks use a different format known as High Speed Packet Access (HSPA). Each has different technical characteristics. Indeed, the greater compatibility of HSPA with the iPhone is part of what led Apple initially to deploy the iPhone exclusively through AT&T.

Instead of relying on a personal computer, wireless broadband subscribers connect to the network through a wide variety of smart phones. These devices are much more sensitive to power consumption than are PCs, which sometimes leads wireless network providers to disable certain functions that shorten battery life to unacceptable levels, for example because they either employ analog transmission or search constantly for an available connection. In addition, wireless devices have much less processing capacity and employ less robust operating systems than do the laptop and personal computers typically connected to wireline services. As a result, wireless devices are more sensitive to conflicts generated by multiple applications, which can cause providers to be much more careful about which applications to permit to run on them. This compels wireless broadband networks to manage devices and applications to a greater extent than wireline networks.

188. 2015 Open Internet Order, supra note 2, at 5607–09 ¶¶ 15–21.
Wireless devices also tend to be much more heterogeneous in terms of operating systems and input interfaces including keyboards and touch screens. As a result, the dimensions and levels of functionality offered by particular wireless devices vary widely. It seems too early to predict with any confidence which platform or platforms will prevail. Furthermore, as noted earlier, many wireless networks address bandwidth scarcity by giving a higher priority to time-sensitive applications, which typically requires close integration between network and device. These features underscore the extent to which variations in particular devices are often an inextricable part of the functionality of the network.\footnote{189. Charles L. Jackson, \textit{Wireless Efficiency versus Net Neutrality}, 63 \textit{Fed. Comm. L.J.} 445, 476–77 (2011).}

These differences in compatibility and functionality call into question the provisions mandating that all broadband Internet access networks be open to all devices. Simply put, modern wireless devices prioritize traffic on the basis of application and are properly regarded as part of the network’s functionality.

\section*{VI. ROUTING}

Routing on wireless broadband networks is also very different from routing on fixed broadband networks. In particular, mobile broadband networks often exchange traffic with Internet gateways and rely on a legacy telephone technology to deliver traffic to end users instead of treating smartphones as IP-enabled devices. In addition, mobile broadband interferes with both the stability of routing tables and the compactness of the address space. Although potential solutions exist, such as the identity/locator split, they have yet to be implemented. As a result, wireless broadband networks must rely on a suite of protocols known as mobile IP, which introduce a wide range of intelligence into the core of the network in ways that violate the end-to-end argument.

\subsection*{A. THE USE OF INTERNET GATEWAYS}

One of the realities of wireless broadband networks is that they introduce a great deal of intelligence into the network in ways that fit less comfortably with the end-to-end argument. Recall that one of the Internet’s foundational principles is that each host connected to the Internet must have a unique IP address that is visible and accessible to all other hosts. In addition, all of the routers within the network are supposed to route traffic on the basis of this address.
It bears mentioning that until recently, wireless networks have not routed traffic in this manner. Unlike devices connected to wireline networks, which have IP addresses that are visible to all other Internet-connected hosts, third-generation wireless devices did not have IP addresses. Instead, Internet connectivity is provided by an IP gateway located in the middle of the network that connects to individual wireless devices using a legacy telephone-based technology rather than IP. This means that for most of their history, wireless devices did not have the end-to-end visibility enjoyed by true Internet-enabled devices and instead connected through a virtual circuit between the Internet gateway and the wireless device. Fourth-generation wireless technologies such as LTE connect through IP. Until 3G is retired, some wireless devices will necessarily connect to the Internet on different and less open terms than devices connected through wireline networks.

This reality means that many wireless broadband devices violate the principle that each device has a unique IP address that is visible to all others. In addition, part of the connection operates using a different address system and employing circuit-based technologies that deviate from the Internet’s commitment to store and forward routing. Simply put, traffic bound for and received from wireless devices will not pass through the network on the same terms as traffic going to and from hosts connected to the network through wireline technologies.

B. ACCELERATION IN THE PACE OF CHANGES IN ROUTING ARCHITECTURE

The mobility inherent in wireless broadband networks necessarily requires more frequent updates to routing tables than is the case for fixed broadband networks. Although solutions exist that could simplify this process, both the traditional version of the Internet Protocol, known as IPv4, as well as the new version, known as IPv6, rely on a mobile IP approach that requires a great deal of intelligence in the network.

A key feature of the current routing architecture is that it is updated on a decentralized basis. Every backbone router periodically informs its adjacent neighbors of the best routes by which it can reach every location on the Internet. This means that initially any changes to the network architecture will only be advertised locally. During the next update cycle, routers that have been informed of the change will inform the routers located the next level away. Over time, the information will spread out in all directions until the entire network is aware of the change. When this occurs, the routing table is said to have reached equilibrium.

Before the routing table has reached equilibrium, however, some parts of the network may not know of certain changes that have occurred in
other parts of the network. Suppose, for example, that one host in one corner of the network drops off the network. A host in a distant corner will not find out about that for quite some time. In the meantime, it could keep sending packets to a host that is no longer there, which wastes resources and unnecessarily adds to network congestion.

The efficient functioning of the network thus depends on the routing architecture being able to reach equilibrium. Whether it does so is largely a function of the speed with which locations change compared to the speed with which information about that change can propagate through the entire network. Moreover, the current architecture is built on the implicit assumption that Internet addresses change on a slower timescale than do communication sessions. So long as the address architecture changes at a slower timescale, any particular Internet-based communication may take the address architecture as given.

Mobility, however, increases the rate at which the address architecture changes. In addition, because addressing is handled on a decentralized basis, information about changes in the address architecture takes time to spread across the Internet. Increases in the rate with which the address space changes can cause communications sessions to fail and create the need for a new way to manage addresses.

C. COMPACTNESS OF THE ADDRESS SPACE

As a separate matter, wireless technologies are also causing pressure on the way the amount of resources that the network must spend on keeping track of Internet addresses. To understand why this is the case, one must keep in mind that routers typically follow one of two strategies in keeping routes. Some routers keep global routing tables that identify the outbound link that represents the most direct path to every single host on the Internet. Other routers avoid the burden of maintaining complete routing tables by only keeping track of a limited number of paths. All traffic bound for locations for which this router does not maintain specific information is sent along a default route to a default router, which is responsible for identifying the route for delivery of all other traffic to its final destination.

The presence of default routes in a routing can give rise to a potential problem. For example, routers using default routes could point at one another, either directly or in a loop, which would cause the packets to pass back and forth indefinitely. The Internet ensures that traffic does not travel indefinitely through the network by assigning a time to live to each packet that limits the total number of hops that any packet may traverse before
dropping off the network. Eventually, any packet caught in such a cycle will reach its maximum and drop off the network.\footnote{Paul Milgrom et al., \textit{Competitive Effects of Internet Peering Policies}, in \textit{The Internet Upheaval} 175, 179–80 (Ingo Vogelsang & Benjamin M. Compaine eds., 2000).}

The best way to prevent such roads to nowhere is to ensure that at least some actors maintain global routing tables, which by definition are routing tables that do not include any default routes. This role is traditionally played by the major backbone providers, known as Tier 1 ISPs. More than the economic relationships (such as peering), many regard the maintenance of default free routing tables as the defining characteristic of Tier 1 ISPs.\footnote{Peyman Faratin et al., \textit{The Growing Complexity of Internet Interconnection}, 72 COMM. \\& STRATEGIES 51, 54 (2008).}

Sustaining a global routing table that maintained a separate entry for the best path to every location on the Internet has proved to be very difficult. The expansion of the Internet meant that the size of the routing table grew at a very fast rate. In fact, it grew faster than the routers could keep up.\footnote{Geoff Huston, \textit{Analyzing the Internet BGP Routing Table}, 4 INTERNET PROTOCOL J., Mar. 2001, at 2, 3, http://ipj.dreamhosters.com/wp-content/uploads/issues/2001/ipj04-1.pdf.}

The solution was an innovation called Classless InterDomain Routing (CIDR).\footnote{Yoo, \textit{supra} note 117, at 82.} For our purposes, the important aspect of CIDR is that it allowed routers to use “route aggregation” to prevent routing tables from growing out of control. This mechanism can be illustrated by analogy to the telephone system. Consider an individual in Los Angeles who attempts to call the main telephone number for the University of Pennsylvania, which is (215) 898-5000. So long as all phones in the 215 area code are located in Philadelphia, a phone switch in Los Angeles could represent all of the telephone numbers in that area code ((215) xxx-xxxx) with a single entry in its routing table. Indeed, one can think of the millions of telephone numbers in the 215 area code as lying within the cone of telephone numbers represented by that entry.

Similarly, so long as all telephone numbers in the 898 directory within the 215 area code are connected to the same central office, switches within Philadelphia need not maintain separate entries for each phone number in that directory. Instead, they can represent the cone of all ten thousand telephone numbers located in (215) 898-xxxx with a single entry.
CIDR adopts a similar strategy to reduce the size of the routing tables maintained by Tier 1 ISPs. For example, the University of Pennsylvania has been assigned all of the addresses in the 128.91.xxx.xxx prefix (covering 128.91.0.0 to 128.91.255.255). Various locations have individual addresses falling within this range, with the main website for the University of Pennsylvania being covered by 128.91.34.233 and 128.91.34.234. Assuming that all of the hosts associated with these IP addresses are located in the same geographic area, a Tier 1 ISP could cover all of the one million addresses within this prefix with a single entry.

The success of this strategy depends on the address space remaining compact. In other words, this approach will fail if the 215 area code includes phone numbers that are not located in Philadelphia. If the telephones associated with those numbers sometimes lie outside the Philadelphia area, the telephone company will have to maintain separate entries in its call database for all phones located outside the area. Similarly, if some hosts with the 128.91.xxx.xxx prefix reside outside the Philadelphia area, Tier 1 ISPs will have to track those locations with additional entries in their routing tables.

The advent of mobile telephony and mobile computing means, of course, that telephones and laptops will often connect to the network outside their home locations. This in turn threatens to cause the routing tables to grow faster again. Other developments, including multihoming, the use of provider-independent addresses, and the deployment of IPv6, are further reducing the compactness of the routing table.

D. THE IDENTITY/LOCATOR SPLIT

A solution does exist that would not require introducing intelligence into other parts of the network to accommodate routing. This solution is known as the identity/locator split.194 The idea gained new impetus by the Report from the Internet Architecture Board (IAB) Workshop on Routing and Addressing, which reflected a consensus that such a split was necessary.195 The International Telecommunication Union (ITU) has also embraced the need for the ID/locator split in Next Generation Networks.
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Additionally, it is the focus of a major research initiative sponsored by the National Science Foundation’s Future Internet Architecture Program.\footnote{1196. INT’L TELECOMM. UNION, TELECOMM. STANDARDIZATION SECTOR, RECOMMENDATION ITU-T Y.2015: GENERAL REQUIREMENTS FOR ID/LOCATOR SEPARATION IN NGN (2009), http://www.itu.int/rec/dologin_pub.asp?lang=e&id=T-REC-Y.2015-200901-I!!PDF-E&type=items.} The proposal is based on the insight that an IP address currently plays two distinct functions. It simultaneously serves as an \textit{identifier} that identifies a machine, and it serves a \textit{locator} that identifies where that machine is currently attached to the network topology. When all hosts were connected to the Internet via fixed telephone lines, the fact that a single address combined both functions was not problematic. The advent of mobility caused the unity of identity and location to break down. A single mobile device may now connect to the network through any number of locations. Although the network could constantly update the routing table to reflect the host’s current location, doing so would require propagating the updated information to every router in the network as well as an unacceptably large number of programs and databases.

Others have proposed radical changes in the addressing and routing architecture. One approach would replace the single address now employed in the network with two addresses: one to identify the particular machine and the other to identify its location.\footnote{1197. MobilityFirst Future Internet Architecture Project, supra note 11.} Others criticize such proposals as unnecessarily complicated.\footnote{1198. See Chakchai So-In, \textit{Virtual ID: ID/Locator Split in a Mobile IP Environment for Mobility, Multihoming and Location Privacy for the Next Generation Wireless Networks}, 5 INT’L J. INTERNET PROTOCOL TECH. 142 (2010) (surveying alternative approaches to the ID/locator split).}

If deployed, the identity/locator split would represent a radical deviation from the existing architecture. Whatever solution is adopted would represent a fundamental change in the network layer than unifies the entire Internet. It would require a change in the way we approach routing and addressing and require reconfiguring every device attached to the network. If implemented, it would eliminate some of the asymmetries in the way that routing to mobile hosts is done. To date, however, the identity/locator split has not yet been implemented, and any future
implementations would require an extended transition time during which networks would have to operate both modes.

E. MOBILE IP

Instead of relying on solutions that would have kept the network simple, the modern Internet relies on a complex system of protocols operating in the core of the network to accommodate mobility. The most straightforward approach to addressing mobility would be to assign a mobile host a new IP address whenever it changes location. This would put significant strain on the network by requiring that it inform the rest of the network about the change. To the extent that it disrupts the compactness of the address space, it may create additional pressure on the routing architecture by causing the routing table to grow. In addition, dynamically changing IP addresses in the middle of an application may cause many applications to fail.200

How, then, do we handle mobility without having to update the routing tables constantly and without causing the size of routing tables to grow out of control? The Internet currently solves these problems through a regime known as mobile IP. Under mobile IP, each mobile user has a home network, with all other networks labelled foreign networks. The mobile host designates a router located on its home network as the contact point for all IP-based communications directed to the mobile host. This contact point is called the home agent. Anyone seeking to contact the mobile host, called the correspondent, simply sends the packets to the home agent, which then forwards the communication to the mobile host. If the mobile host moves from one foreign network to another, it simply notifies its home agent, which then routes any new packets it receives to the new location.

Although this solution sounds relatively simple, actually implementing it can be quite complex. For example, the home agent has to know to where the mobile host is currently located. This is relatively easy when the mobile host initiates the transaction. It is more complicated when a third party is attempting to contact the mobile host. Stated in the example of mobile telephony, networks can easily discover where a particular cellular user is located when it is that user that is initiating the call. The simple fact of establishing contact with the local microwave tower announces the location. The situation is different when the mobile user is receiving the call. To terminate this call, the network has to know where the mobile user is even when it is simply sitting around waiting.

This means that if a mobile host is to receive traffic, it must constantly announce its presence to the network serving its current location so that the network knows that it is there. This can be accomplished by designating a router located on the foreign network as the foreign agent responsible for managing mobile IP. Every mobile host must regularly register with the foreign agent serving the local foreign network in order to receive communications. This can happen by the foreign agent sending an advertisement notifying mobile nodes located in its service area that it is prepared to facilitate mobile IP or by the mobile node sending a solicitation to see if any foreign agents are located nearby capable of supporting mobile IP. Once a foreign agent registers the presence of a mobile host, it must then notify the home agent about the mobile host’s current whereabouts so that the home agent knows where to forward any packets that it receives. Mobile IP works best if mobile nodes deregister when they leave the foreign network.

So how does the home agent send the packets to the foreign agent for delivery? It could alter the IP address contained in the packet. But as Cerf and Kahn noted, doing so is prone to errors and risks making the communication non-transparent to the sending host. Instead, the home agent encapsulates these packets in another IP packet addressed to the foreign agent where the mobile host is currently located. That way the application receiving the datagram does not know that the datagram was forwarded by the home agent. Once the foreign agent decapsulates the packet, it cannot simply send it to the address contained in the IP header. Instead, it checks to see if the packets are addressed to a mobile host that has registered locally and routes the packets to the mobile host.

Mobile IP thus requires that the network perform three distinct functions:

- A protocol by which mobile nodes can register and deregister with foreign agents.
- A protocol by which foreign agents can notify home agents where the mobile node is currently located.
- Protocols for home agents and foreign agents to encapsulate and decapsulate datagrams they receive.

Unfortunately, this approach suffers from a number of well-known inefficiencies and issues relating to security, handoffs and triangle routing.

1. **Security**

The ability to register from remote locations raises major security concerns. For example, a malicious user could attempt to mislead the home agent into thinking it was the proper recipient. If so, it could receive
all of the packets addressed to the IP address. Although the architects considered making security a basic feature of IPv6, they eventually decided against doing so.

2. Handoffs

Mobile IP also must find a way to manage the network when a mobile host moves from one base station to another. One solution is to update the home agent. Any tardiness in the update can cause packets to become lost. Another solution is to designate the first foreign agent in a particular transaction as the anchor foreign agent that will be the location where the home agent will send all packets. Should the mobile host shift to a different foreign network, the anchor foreign agent can forward the packets to the new location.

3. Triangle Routing

By envisioning that all traffic will travel to the home agent and then be forwarded to the foreign agent, mobile IP employs a form of indirect routing that can be very inefficient. For example, when a person with a home network located in Philadelphia travels to Los Angeles, any packets sent to her while she is in Los Angeles will have to travel across the country to the home agent located in Philadelphia and then be rerouted back to Los Angeles. This can result in the inefficiency of what is sometimes called “triangle routing.”

The home agent can eliminate triangle routing by passing the mobile host’s current location on to the sender so that the sender may forward subsequent packets to it directly. The initial communications must still bear the inefficiency of triangle routing. Moreover, such solutions become much more difficult to implement if the mobile agent is constantly on the move. The network must have some way to notify the correspondent that the mobile host has changed location. The usual solution is that much as the home network and the foreign network have agents, the correspondent attempting to contact the mobile host also has a correspondent agent. The correspondent agent queries the home agent to learn the location of the mobile host. It then encapsulates the datagram in a new datagram addressed to the foreign agent. The foreign agent then

201. See Kurose & Ross, supra note 107 at 556; Peterson & Davie, supra note 104, at 294; Tanenbaum & Weatherall, supra note 98, at 488.
202. Peterson & Davie, supra note 104, at 293.
decapsulates the new datagram and passes the original datagram to the mobile host.

The problem arises if the mobile host moves from one foreign network to another. Under indirect routing, the mobile host simply notifies its home agent of the change of location. Under direct routing, however, the correspondent agent is responsible for encapsulating datagrams and forwarding them to the mobile host, not the home agent. At this point, the mobile node needs a way to update the correspondent agent as to its new location. This in turn requires two more protocols:

- A protocol by which correspondent agents can query the home agent as to the mobile node’s current location.
- A protocol by which the mobile host that changes foreign networks can notify the correspondent agent about its new location.

The additional complexity is sufficiently difficult to implement that direct routing was not included in the upgrade to IPv6. The net result is that modern mobile broadband networks employ far more intelligence in their core than the end-to-end argument would suggest.

VII. CONCLUSION

The limited ability to add more spectrum and the absolute limit to density of people who can use wireless phones in the same location means that mobile broadband networks must manage their traffic much more aggressively than fixed broadband networks. As noted above, wireless networks often prioritize time-sensitive applications such as voice over non-time-sensitive applications such as email. In addition, certain solutions, such as the one being advanced by T-Mobile’s Binge On, may reduce network congestion, but must do so in an application-specific manner. Bad handoffs, local congestion, and the physics of wave propagation necessitate that mobile broadband networks are subject to highly variable quality of service that requires introducing greater intelligence into the network. The greater heterogeneity of devices and differences in networking standards in the mobile broadband world also limits the feasibility of the prohibition against blocking or throttling devices. Finally, the greater complexity of routing in wireless networks requires introducing a greater degree of intelligence in the core of the network.

The net result is that mobile wireless broadband networks operate on principles that are quite different from those governing the rest of the Internet. Bandwidth limitations require that wireless providers manage their networks more intensively than those operating networks based on other technologies. Because many smartphones do not have IP addresses
and wireless networks suffer higher rates of packet loss than fixed networks, wireless broadband networks need to employ virtual circuits and embed intelligence in the network to a greater extent than fixed broadband networks. The unpredictability of signal strength resulting from the physics of wave propagation can necessitate more extensive supervision than other technologies require, as do the realities of system conflicts and power consumption. Lastly, mobility is placing pressure on the routing and addressing space that may soon require more fundamental changes. The industry has not yet reached consensus on the best approach for addressing all of these concerns. In its consideration of regulatory interventions, the FCC must be careful to create a regime that takes these differences into account.
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I. INTRODUCTION: A TALE OF TWO COPYRIGHT BACKLASHES

In 2012, there were massive public backlashes against copyright reform bills in both the United States and China. However, the two backlashes pointed to dramatically different directions. In the United States, the Stop Online Piracy Act (“SOPA”) and the PROTECT IP Act (“PIPA”) were proposed in Congress, designed, inter alia, to enlist the assistance of Internet service providers to block overseas websites engaged in copyright infringement. Concerned that the two bills, if passed, could significantly affect Internet governance, leading websites—including Wikipedia, Google, and Twitter—launched an online protest against SOPA and PIPA by temporarily blacking out their services or front pages simultaneously on January 18th. Many Internet users quickly followed suit and sent millions

of messages to their representatives in Congress to express their opposition.\(^3\)

The concurrent backlash in China, resulting from the 2012 Chinese Copyright Reform Bill, was of a totally different nature.\(^4\) First, instead of opposing copyright expansion, the public was protesting against copyright limitation, specifically compulsory licenses that would degrade exclusive rights in copyrighted works to rights of remuneration.\(^5\) Second, Internet companies or users did not initiate the campaign. Instead, Chinese musicians, artists, and authors led it. They expressed their views in newspapers, blogs, and microblogs, filed petitions to the Chinese government, and debated the relevant issues with government representatives on TV shows.\(^6\) During the one-month period of public inquiries for the new bill, the National Copyright Administration of China (“NCAC”) received over 1,600 formal petitions and found more than one million comments posted on its official website.\(^7\) Most remarkably, in a country with a 90% piracy rate, the general public appeared to be highly sympathetic to authors and applaud their efforts against rent seeking and

---


7. See id.
government taking. The leading traditional and Internet media, controlled primarily by the Chinese government, produced extensive coverage on the controversies surrounding copyright reform, again surprisingly in a rather impartial way. For those familiar with Chinese media, it is a rare treat to see headlines calling a government initiative “controversial,” “under fire,” and “muzzling.”

The NCAC has unprecedentedly prepared three different revised drafts in response to the public outcry over earlier versions. Over 90% of the proposed provisions in the first draft were abolished or revised in the subsequent drafts. Among other things, the compulsory license for mechanical reproductions of musical works has been eliminated and the scope of the proposed extended collective license (“ECL”) has been narrowed significantly.

In the meantime, copyright laws in many other countries, including the United States, Canada, and European Union member nations, are also undergoing profound changes in the wake of the rapid advance of digital technologies. Various proposals for digital copyright reform generally revolve around four different forms of legal entitlement: (i) an opt-in regime, with traditional exclusive rights, where an author may prevent the use of her copyrighted works unless she has granted a license; (ii) an opt-out regime where an author may not prevent the use of her copyrighted works unless she has granted a license; (iii) an opt-in/negative consent regime, where an author may prevent the use of her copyrighted works if she has not granted a license; and (iv) a compulsory license regime, where users may use an author’s copyrighted works without her consent if they comply with certain conditions.


11. See supra note 4 and accompanying text.

12. See id.

13. See id.

works unless she takes affirmative steps to allege her rights, such as ECLs, notice-and-takedown procedures, and traditional formalities; (iii) an all-in regime where an author may not prevent the use of her copyright works, but is entitled to reasonable remuneration in the form of compulsory licenses or public levies; and (iv) an all-out regime where fair use and other exemptions allow third parties to use copyright works without permission and without paying compensation.

Notably, in North America and the European Union, compulsory licenses and ECLs receive widespread support as potential solutions to the thorny questions regarding orphan works, mass digitization, and online music. This enthusiasm for regulation and collectivism in digital copyright dramatically contrasts the general attitude of the Chinese public. China, often viewed as a pirate kingdom in the eyes of international observers, is apparently moving towards strengthening exclusive rights and removing roadblocks to the formation of efficient copyright markets.

Such parallel developments provide us with a golden opportunity to evaluate how compulsory licenses and ECLs fare for modern creative industries in the digital age. These extra-market mechanisms are often

20. See, e.g., Authors Guild, Inc. v. HathiTrust, 755 F.3d 87 (2d Cir. 2014).
praised for diminishing transaction costs and facilitating large-scale uses of copyright works while providing authors with equitable compensation, which is believed to reflect a middle ground between technology providers and copyright owners. However, empirical evidence suggests that private parties continue to negotiate with each other in the wake of compulsory licenses. A widely celebrated example is the Harry Fox Agency, which handles the majority of U.S. mechanical licenses despite the compulsory licenses under 17 U.S.C. § 115. In many cases, not only do compulsory licenses fall short of eliminating transaction costs, but they also set in motion wasteful rent seeking to lobby the government for favorable terms. The aggregation of transaction costs and rent-seeking costs could render compulsory licenses more burdensome than private transactions in the marketplace.

More importantly, governmental rate-setting procedures are unlikely to produce equitable remuneration for authors in proportion to the market values of their works. Digital technology has lowered the market entry barriers of copyright industries and bred an increasing variety of business models for authors. Taking the music industry as an example, some musicians distribute their music in à-la-carte stores like iTunes, some license to subscription-based services like Spotify (a music buffet offering unlimited access to a large repertoire), and others provide music for free on YouTube or even at a negative price (i.e., paying broadcasters to perform their works) to obtain advertising revenues and promote their record or concert sales. It is unclear how a uniform price imposed on all relevant authors by the government or another centralized organization could

23. See infra note 170 and accompanying text.
26. See infra text accompanying note 177.
27. See infra note 210 and accompanying text.
possibly capture the richness of business models that the copyright market would otherwise cultivate. Transforming exclusive rights to rights of remuneration would override the freedom of authors with different aspirations to exploit their works in different ways. Furthermore, absolving copyright liabilities towards authors with a tariff channeled to a government agency or a collective unrelated to the actual authors breaks the connections between authors and their works and between authors and their audiences. The collectivism approach rendering works of authorship faceless may significantly affect the public respect for copyright protection in the long run.

In particular, Nordic countries originally designed ECLs, which allow an agreement between a collecting society and its users to be binding on nonmember authors, as an alternative to compulsory licenses in the narrow areas stipulated under the Berne Convention and the TRIPS Agreement. Theoretically, ECLs may have minimal distorting effect on the copyright market where the collecting society is highly representative and efficient. There is an obvious irony however: in reality, the strongest proponents of ECLs are more often than not nascent collecting societies that have yet to accumulate sufficient memberships in a market dominated by a large number of foreign or otherwise nonmember works. Currently, various market solutions to large-scale uses of copyrighted works have evolved in lieu of ECL regimes to diminish transaction costs and promote dynamic competition. In the United States, prospective users can obtain virtually

29. See Paul Goldstein, Copyright, 55 LAW & CONTEMP. PROBS. 79, 79-80 (1992) (indicating copyright sustains the very heart and essence of authorship by enabling direct communication between authors and audiences).


32. See Stanley M. Besen, Sheila N. Kirby & Steven C. Salop, An Economic Analysis of Copyright Collectives, 78 VA. L. REV. 383, 383 (1992) (praising the fact that “copyright collectives lower collection costs and permit more transactions to occur”).

total freedom to use any musical work by purchasing blanket licenses in a competitive market of collecting societies that include ASCAP, BMI, and SESAC. In China, certain collecting societies offer an indemnification clause in their licenses, defending and holding their users harmless from copyright claims by nonmembers. Hence, the fundamental concern about ECLs is that collecting societies who strive to increase membership may be incentivized to lobby the government for more powers rather than to attract more members by providing better services and increasing operational efficiency.

A compulsory license has also been introduced in several countries as a legislative solution to the problem of orphan works for which copyright owners may not be identified or located with a diligent search. A user may apply to a government agency for the compulsory license to use an orphan work upon payment to a collecting society designed by the government agency. However, the “compulsory license” approach is clearly less efficient than the “limitation on liability” approach proposed by the U.S. Copyright Office, which would allow users to use orphan works without payment until copyright owners emerge. First, the compulsory license is rarely used in the countries where it has been enacted because it would require substantial administrative costs to certify the legal status of orphan works case-by-case, determine the royalty rates for the compulsory license, and process upfront payments by users to a collecting society. Second, it proves difficult for a government agency to efficiently set royalty rates for orphan works, which naturally do not have current market benchmarks. Third, the compulsory license may create an incentive for the collecting society to sit on royalty payments rather than to diligently search for copyright owners if it permits the collecting society to retain the unallocated amount to defray administrative costs and support collective-purpose projects for existing members. Fundamentally, copyright protection

36. See, e.g., Copyright Act, R.S.C. 1985, c. C-42, s. 77 (Can.).
38. See infra note 248 and accompanying text.
39. See infra note 251 and accompanying text.
40. See infra note 255 and accompanying text.
reflects a trade-off between incentive and access. However, orphan works by definition involve authors who may not be located with a diligent search. So chances are the authors will never reappear. If compulsory licenses are imposed in these cases, users would pay a higher price, but the real authors would not receive any financial incentives. This situation would be the worst of both worlds: limited access for consumers and no incentives for authors.

Notably, the clearance difficulties concerning mass digitization projects do not result entirely from orphan works. For instance, only a quarter of the Google Books Project corpus are potentially orphan works. Neither does the sheer volume of copyrighted works involved in the Google Books Project by itself justify a statutory exemption. The increase in transaction costs has been approximately proportionate to the increased volume and increased value of the overall database. It does not make much sense to categorically argue that the more copyrighted works a database contains, the less reasonable it is to require a copyright license.

The key barrier to mass digitization appears to be that the incremental value of any individual work to the whole project is often lower than the transaction cost needed to obtain a license for such a work. However little it takes to locate a copyright owner (say one dollar), the user would still not reach out for a license if scanning the book adds even less (say three cents) to the project. This issue is similar to the clearance hurdle for television/radio broadcasters who perform a significant number of musical works for their daily programs. If history is any indication, the best solution is not to bypass copyright transactions. Instead, we may pool different copyrighted works together through major publishers or collecting societies to facilitate the issuance of blanket licenses for mass digitization. Meanwhile, the ECL model does not appear to be necessary here. A project like Google Books does not need to include all books in the world to become a viable business, as the holdup problem rarely arises in the context of mass digitization.

43. See infra note 269 and accompanying text.
digitization. If Google has obtained blanket licenses from collecting societies but a nonmember author refuses to grant her individual license, it may simply delete the infringing work from the database and continue the operation with other licensed works. A single party can scarcely have any veto power to block the entire project. As a matter of fact, Google has indicated that it only scanned one fourth of the books in the world even though a federal court has legalized the project as a fair use for book searching and non-display purposes.

This Article does not aim to simply document ongoing copyright reform discourses in the United States and China, but rather to assess the rationality of compulsory licenses and ECLs vis-à-vis market mechanisms in modern copyright industries. Nevertheless, the discussions indeed shed light on the cultural contexts useful to understand why the Chinese public appears to be more conservative about compulsory licenses. Compulsory licenses and similar mechanisms are often proposed to decrease transaction costs. However, they also run the risk of depriving authors of pricing rights and replacing the copyright market with a small group of centralized decision makers. If lowering transaction costs is the most important goal for a copyright regime, the Chinese public has actually experienced first-hand a world without any transaction costs: all producers sold their products to the government and all consumers bought their products from the government. No one had the right to determine prices and terms except for a small group of government planners. This was what we call the central-planning economy. The Chinese people tried it once and didn’t like it. Thus, they moved on to the market economy, which gave rise to the economic growth of China in the last three decades.

---


completely sidestep transactions and sidestep the market as the principal mechanism to allocate social resources for intellectual creation.

Part II begins with an introduction of the ECL system in Nordic countries. It demonstrates that the Chinese proposal would likely transgress the traditional contours of the Nordic model, undermine incentives for collecting societies to improve their operational efficiency, and violate the three-step test under the Berne Convention and the TRIPS Agreement. Part III evaluates the rationality of compulsory licenses in the digital age. It contends that compulsory licensing is neither necessary to prevent monopoly nor effective in lowering transaction costs, and that it often results from a political compromise that unduly deflates the market values of copyrighted works. Part IV compares the “limitation on liability” and “compulsory license” approaches as possible solutions to orphan work and mass digitization issues. It explains why the former is economically superior. Part V concludes the article with a summary of the major points.

II. EXTENDED COLLECTIVE LICENSE

A. THE TRADITIONAL MODEL

The traditional extended collective license (“ECL”), as pioneered in Nordic countries since the 1960s, normally includes four features. First, the ECL allows the agreement concluded by a collecting society and users to extend to and become binding on nonmembers by operation of law. In other words, once the licensing agreement officially takes effect, the licensee would have the legal privilege to use the entirety of copyright works in the category that the collecting society administers, including those owned by nonmember authors. Members and non-members would have equal rights to request remuneration from the collecting society under the licensing agreement.

Second, a collecting society with the power to issue the ECL must obtain authorization from the government and represent a substantial

47. See supra note 15 and accompanying text.
number of right holders of the category involved.49 Nordic countries usually
do not provide for a clear definition or threshold for “a substantial number
of right holders.” But it is generally understood that, although it may be
difficult numerically to verify whether a collecting society represents the
majority of right holders of a category, close to half is required.50

Third, the ECL is typically limited to special areas of usage, including:
(i) retransmission by cable or satellite of television and radio programs;51
(ii) use of published works by certain television and radio stations;52 (iii) reproduction for research, educational and internal purposes;53 (iv) preservation by libraries, archives, and museums;54 (v) reproduction for the
visually handicapped and the hearing impaired;55 and (vi) use of works of
fine art displayed in public.56 It appears that the ECL principally applies to
the areas where, due to exorbitant transaction costs, copyright owners may
not be able to individually grant licenses to end users in an effective way.57
Therefore, it is unsurprising that substantial overlap exists between the
coverage of ECLs and coverage of compulsory licenses permitted in
international conventions and implemented in domestic laws.58

49. See Thomas Riis & Jens Schovsbo, Extended Collective Licenses in Action, 43
50. See id. at 937.
51. Consolidated Act on Copyright § 35 (2010) (Den.); Copyright Act 1961 (as amended) § 25(f)(4) (Finland); Copyright Act 1961 (as amended) § 34 (Nor.).
52. Consolidated Act on Copyright §§ 30 & 30(a) (2010) (Den.); Copyright Act 1961 (as amended) §§ 25(f),g (Fin.); Copyright Act (as amended) §§ 30 & 32 (1961) (Nor.).
53. Consolidated Act on Copyright §§ 13 & 14, (2010) (Den.); Copyright Act §§ 13(a) & 14 (1961) (as amended) (Finland); Copyright Act (as amended) §§ 13(b) & 14 (1961) (Nor.).
54. Consolidated Act on Copyright § 16(b) (2010) (Den.); Copyright Act § 16(d) (1961) (as amended) (Fin.); Copyright Act (as amended) § 16(a) (1961) (Nor.).
55. Consolidated Act on Copyright § 17(4) (2010) (Den.); Copyright Act (as amended) § 17(b) (1961) (Nor.).
56. Consolidated Act on Copyright § 24(a) (2010) (Den.); Copyright Act § 25(a)(2) (1961) (as amended) (Fin.).
57. See Jane Ginsburg, Reproduction of Protected Works for University Research or Teaching, 39 J. COPYRIGHT SOC’Y U.S.A. 181, 198 (1992) (“[I]t is difficult to argue that
ECL-statutes have deprived authors of a right that, practically speaking, was impossible to
enforce prior to the existence of the ECL-statutes.”).
58. See Berne Convention, supra note 30, Article 11 bis(2) (rebroadcasting), 9(2) (reproduction); see also Christiansen, supra note 15, at 349 (arguing the ECL “is regarded
as a compulsory license in the sense of the Berne Convention”).
Finally, nonmember right holders sometimes (but not always) may opt out of the ECL agreement by serving a notice to either the collecting society or the user.\textsuperscript{59}

B. The Chinese Proposal

The first draft of the 2012 Chinese Copyright Reform Bill included a proposal for the ECL system:

Collective management organizations that have obtained authorization from right holders and are capable of representing right holders’ interests nationwide may apply to the Copyright Administration of the State Council for representing the entirety of right holders to exercise their copyrights and related rights, except those right holders who have declined collective management in a written declaration.\textsuperscript{60}

While the ECL system has worked fairly well in Nordic countries for over sixty years without much controversy, the Chinese ECL proposal has been confronted with strong opposition. A number of high-profile Chinese musicians and publishers announced that, should the ECL system stay in the final legislation, they would withdraw from the Music Copyright Society of China—the collecting society that was one of the driving forces behind the ECL proposal.\textsuperscript{61} They also threatened to establish a competing collecting society of their own.\textsuperscript{62} The mounting pressure from musicians, publishers, and the general public resulted in a dramatic turn of events: The society was forced to issue a public statement that backpedaled its support for the ECL system and called its initial enthusiasm for the ECL proposal

---


\textsuperscript{60} Article 60, First Draft, \textit{supra} note 4.


\textsuperscript{62} Apparently, several influential musicians went ahead and established a competing society in 2015, called Hua Yue Music. See HUA YUE MUSIC (BEIJING) CO., www.huayuemusic.com (last visited Apr. 2, 2017).
“too narrow-minded, short-sighted, geeky and insensitive to authors’ interests.”

The controversy surrounding the ECL proposal is unsurprising given that the model suggested in the first draft of the 2012 Chinese Copyright Reform Bill is substantially different from the Nordic model. First, the proposed ECL is not confined to any special areas. Any collecting society may apply to the NCAC for the legal power to impose the ECL within its scope of business. Currently, there are five collecting societies operating in mainland China: (i) the Music Copyright Society of China (“MCSC”), established in 1992 to manage musical works; (ii) China Audio-Video Copyright Association (“CAVCA”), established in 2008 to manage music videos used by karaoke bars; (iii) China Written Works Copyright Society (“CWWCS”) established in 2008 to manage literary works; (iv) the Images Copyright Society of China (“ICSC”), established in 2008 to manage photographic works; and (v) China Film Copyright Association (“CFCA”), established in 2009 to manage motion pictures. Their scopes of business in the aggregate cover almost all commercially significant uses for copyrighted works (except software), much broader than what the Nordic ECL encompasses. Accordingly, the potential impacts of the Chinese proposal on exclusive rights would be much more extensive.

Second, although the proposed ECL contains an opt-out option for nonmembers, the option is essentially superfluous. The first draft of the 2012 Chinese Copyright Reform Bill simultaneously introduces a limitation on liability that would totally negate any financial incentives for nonmembers to opt out of the ECL: a nonmember author would merely be entitled to the royalties collectable from a copyright society if the infringing


user has obtained a license from the collecting society. Most authors who prefer to opt out of the ECL presumably believe that they are capable of collecting more royalties by managing their works on their own, probably because they are more efficient in negotiating copyright licenses or they create more value for prospective users. However, the limitation on liability provision would impose a hard cap on how much an author could possibly collect. Even if she has opted out of the ECL, she could demand no more than what she would otherwise receive from the collecting society. In that case, who would bother to opt out?

Third, the most important difference between the Chinese proposal and the Nordic ECL is not immediately obvious: all the existing Chinese collecting societies are far from the level of representativity envisioned by the Nordic tradition. As Figure 1 shows below, the MCSC, the largest and oldest collecting society in China, has only 6,500 members. It amounts to around 10% in scale of ASCAP and BMI in the United States and GEMA in Germany; and it appears even smaller compared to STIM of Sweden and PRS-music in the United Kingdom. This low level of representativity is highly disproportionate to the Chinese population, which is more than a hundred times larger than the Swedish population.

The lack of representativity significantly aggravates the issues inherent in an ECL regime. The ECL may dilute exclusive rights granted by copyright law and undermine creative incentives for nonmember authors. Several commentators observe that the ECL is not really different from a compulsory license in effect. For instance, in Nordic countries, the ECLs

69. Article 70, First Draft, supra note 4.
70. Notably, this provision is drastically different from the provision in some countries where an author would be entitled only to what would be available from a collecting society if she is a member of the collecting society. See Daniel J. Gervais, The Purpose of Copyright Law in Canada, 2 U. OTTAWA L. & TECH. J. 315, 351 (2005).
71. By comparison, China Musicians Association, which consists exclusively of established musicians recognized by the government, has 13,900 members. See Info, CHINESE MUSICIANS ASSOCIATION, http://www.chnmusic.org/CmaInfo.html.
in areas such as cable transmission are entirely compulsory without an opt-out option for authors. 74

**Figure 1: Memberships of Various Collecting Societies** 75
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Furthermore, nonmember authors, especially foreign authors, may not always be aware that their works are used under an ECL agreement. If an author does not join the domestic society or join a foreign society that has a reciprocal agreement with the domestic society, she is practically denied the right to opt out or to claim remuneration. The reason is that a collecting society typically does not have a legal obligation to seek out nonmembers whose works are used. 76 Neither does it have internal incentives to do so. If the royalties collected remain unclaimed for a certain amount of time (say three years), a collecting society would normally distribute the funds among

---


76. See Riis & Schovsbo, supra note 48, at 483.
existing members or use them to cover administrative costs. This windfall suggests that the ECL may financially benefit those collecting societies that sit on the royalties collected for unidentified authors. The prejudice against foreign authors appears more severe when a collecting society decides to withhold certain funds (e.g., 10% of the royalties collected) for social, cultural, and other collective purposes in the forms of stipends and scholarships. Although the royalties are derived from both domestic and foreign works, typically only domestic authors are provided access to such stipends, a result akin to economic protectionism and thus in violation of the spirit (if not mandates) of national treatment under the Berne Convention and the TRIPS Agreement.

The ECL, by extending the licensed repertoire to all works in a category, also strengthens the monopolistic positions of existing collecting societies against both users and authors. Anecdotes illustrate how monopolistic societies have wielded their market power to squeeze exorbitant royalties from their users. For example, in 1989 the French collecting society SACEM was sued for unfair trading and price fixing because it charged discotheques at a royalty rate fifteen times higher than sister societies, including GEMA, normally charged. The Canadian collecting society Access Copyright faced vociferous opposition from universities in 2012 when it increased the annual license fee per student to $26, significantly higher than the $3.56 per student fee that its sister society Copyright Clearance Center (“CCC”) charged in the United States. In 1992, MTV Europe filed a complaint alleging price fixing by VPL, a collecting society established by IFPI to manage music videos for major music labels in Europe. The labels, through VPL, jointly demanded that MTV Europe pay

77. For methodologies to distribute unclaimed funds, see, for example, General FAQ, SOUNDEXCHANGE, http://www.soundexchange.com/generalfaq/ (last visited Apr. 4, 2017).
78. See Ginsburg, supra note 57, at 195 (“The use of collected money for collective purposes is not unique to the Nordic [countries] . . . . CISAC have a long tradition of deducting up to 10% of their revenue for various collective purposes.”); Riis & Schovsbo, supra note 48, at 492 (“[T]he practice is widespread and generally accepted due to the prevalence of the practice (at least in continental Europe).”); Ferdinand Melichar, Deductions Made by Collecting Societies for Social and Cultural Purposes in the Light of International Copyright Law, 22 I.J.C. 47, 49 (1991).
15% of its gross revenue, while they offered music videos essentially for free in the United States. The zero-price offered in the United States could indeed reflect the market rate because music companies in a competitive environment would be more open to sacrificing performance royalties, taking into account the obvious effect of television broadcasting to promote record sales.

In theory, the royalty rate without the coordination by a collecting society may even settle at a negative level, as evidenced by the long-term practice of payola, a reverse payment from individual music labels (sometimes music publishers) to radio/television broadcasters in exchange for more airtime of their own works. Collecting societies typically grant blanket licenses that charge users uniform prices based on business scales of sales revenue or square footage, regardless of which and how many songs are actually performed. This business model functions in a way similar to a price-fixing cartel that limits price competition between songs and music companies. However, game theory suggests that, as could happen to any price collusion among oligopolists, individual music companies have an inherent incentive to “cheat,” in other words, to compete secretly by offering broadcasters payola under the table to boost music sales and obtain a bigger share of the performance royalty pie. In this sense, payola may be regarded as one piece of evidence that the rates offered by collecting societies are too high and that persistent lobbying efforts by the music industry to outlaw payola actually aim to reinforce price collusion and discipline violators.

Several countries have imposed price control mechanisms, such as governmental agencies in charge of rate-setting proceedings, on collecting societies to protect users from potential supra-competitive pricing. Typical examples include the Copyright Licensing Tribunal in Denmark, the Copyright Tribunal in the United Kingdom, and the rate courts at the

---

86. See Riis & Schovsbo, supra note 48, at 476.
87. See About Us, COPYRIGHT TRIBUNAL, https://www.gov.uk/government/organisations/copyright-tribunal/about.
United States District Court for the Southern District of New York.\textsuperscript{88} Governmental rate-setting is notorious for giving rise to wasteful rent seeking, being susceptible to regulatory capture, and systematically underestimating the market values of intellectual products. These drawbacks will be further discussed in the context of various compulsory licenses, but it suffices to point out here, that the widespread imposition of governmental rate-setting in Nordic countries stands in dramatic contrast to the conventional wisdom that ECL regimes can achieve the best of both worlds—decreasing transaction costs \textit{and} safeguarding market transactions.\textsuperscript{89}

While the ECL may increase the market power of collecting societies, ample evidence exists indicating that collecting societies with monopolistic positions tend to have less incentive to improve their productive efficiency than those faced with fierce competition in the marketplace. Competitive American collecting societies ASCAP and BMI respectively spent 11.3\%\textsuperscript{90} and 11.7\%\textsuperscript{91} of their royalty revenues to offset administrative costs. By contrast, European collecting societies, most of which traditionally retained de jure monopoly within their respective territories, had pocketed 30\% to 40\% of royalties as administrative fees until market pressure intensified in the mid-1990s and resulted in a sizable decrease of overhead to 15\%.\textsuperscript{92} The European Union has recently stipulated a directive on collective rights management for the very purpose of further rejuvenating Europe-wide competition between collecting societies from different member countries.\textsuperscript{93} Similarly, all of the Chinese collecting societies have monopolistic positions in their respective areas by operation of law.\textsuperscript{94} Their operating

\begin{footnotesize}
\begin{itemize}
\item[88.] Currently, Judge Denise Cote oversees rate-setting proceedings regarding ASCAP, and Judge Louis L. Stanton oversees rate-setting proceedings regarding BMI. See Music Marketplace Study, \textit{supra} note 34, at 41.
\item[89.] \textit{See} Riis & Schovsbo, \textit{supra} note 48, at 473 (“ECLs have the effectiveness of compulsory licenses but at the same time leave right holders in control of the use of their works.”).
\item[94.] \textit{See} Article 7, The Regulations of Copyright Collective Management (effective on Mar. 1, 2005), http://www.gov.cn/gongbao/content/2011/content_1860740.htm (allowing no overlapping between the business scopes of different collecting societies).
\end{itemize}
\end{footnotesize}
efficiency is frequently called into question. For instance, collecting societies are semi-governmental organizations in China and their employees actually receive substantial stipends from the Chinese government. Despite that, CAVCA, the collecting society that manages music videos used by karaoke parlors, was reported to distribute only 46% of the royalties collected to copyright owners (including all composers, performers, and producers), retaining the rest as administrative costs.

In addition, the proposed ECL in China likely runs a higher risk than the Nordic model of violating the three-step test under the TRIPS Agreement: “Members shall confine limitations or exceptions to exclusive rights to certain special cases which do not conflict with a normal exploitation of the work and do not unreasonably prejudice the legitimate interests of the right holder.” As a WTO panel sensibly explained, the first step of the three-step test, “certain special cases,” requires that limitations or exceptions be well-defined and limited in scope and reach. The WTO panel went on to find that the business exemption under the U.S. Copyright Act clearly violates the first step by not being limited to “certain special cases” because it effectively exempts 70% of all eating and drinking establishments and 45% of all retail establishments in the United States. In the same vein, if a Chinese collecting society like MCSC has recruited less than 10% of Chinese musicians as its members, extending their licenses to the entirety of Chinese musicians would prejudice the exclusive rights of the unassociated 90%, a vast majority that can hardly be reconciled with the requirement of “certain special cases.”

96. See Yifei Tan, Zhongwenfa Profits from the Karaoke Supervision Platform—Discovering the Distribution Scheme of KTV Revenues, INFZM.COM (Mar. 25, 2010), http://www.infzm.com/content/42972/0.
101. See supra note 71 and accompanying text.
C. Market Alternatives

Admittedly, the proposed ECL offers advantages. First, the ECL, similar to any other form of collective management, is designed to minimize transaction costs.\textsuperscript{102} By pooling a large number of copyrighted works, collecting societies may theoretically generate economies of scale for authors in negotiating, auditing, and enforcing copyright licenses.\textsuperscript{103}

Second, the ECL system would establish a one-stop shop that particularly benefits prospective users who desire to clear all necessary licenses for a large repertoire of copyrighted works in a cost-effective way.

Third, the ECL could immediately and substantially strengthen the bargaining power of collecting societies against large market players.\textsuperscript{104} A high-level official at the NCAC once told a story that vividly illustrates this point: In 2010, the Chinese collecting society CWWCS discovered that Google had scanned 210,000 books written by 80,000 Chinese authors. It approached Google and claimed, “We are the only collecting society that manages literary works in China, and you need a license from us to scan

\textsuperscript{102} See Besen et al., \textit{supra} note 32, at 383.

\textsuperscript{103} See Broadcast Music, Inc. v. Columbia Broad. Sys., Inc., 441 U.S. 1, 20 (1979):

\begin{quote}
ASCAP and the blanket license developed together out of the practical situation in the marketplace: thousands of users, thousands of copyright owners, and millions of compositions. Most users want unplanned, rapid, and indemnified access to any and all of the repertory of compositions, and the owners want a reliable method of collecting for the use of their copyrights. Individual sales transactions in this industry are quite expensive, as would be individual monitoring and enforcement, especially in light of the resources of single composers. Indeed, as both the Court of Appeals and CBS recognize, the costs are prohibitive for licenses with individual radio stations, nightclubs, and restaurants . . . and it was in that milieu that the blanket license arose.
\end{quote}

\textit{See also World Intellectual Property Organization, Collective Management of Copyright and Related Rights} 130 (2002):

\begin{quote}
In the case of “performing rights,” reprographic reproduction rights and the rights in respect of simultaneous and unchanged retransmission of broadcast programs, collective administration is an indispensable means of the exercise of the exclusive rights to authorize the uses concerned. . . . The number and circumstances of uses and the number and variety of works used make it practically impossible for the users to identify the right owners in due time, ask for their authorization, negotiate their remuneration and other conditions of the use and to pay the fees on an individual basis.
\end{quote}

\textsuperscript{104} See, \textit{e.g.}, Gervais, \textit{supra} note 70, at 344 (“CMOs offer rightsholders the possibility of carrying a greater weight when negotiating with the larger users.”).
Chinese books for the Google Books Project.\textsuperscript{105} However, Google subsequently found out that CWWCS only had about 6000 members, representing less than 10% of all Chinese authors.\textsuperscript{106} In other words, Google could still face liability from the other 90% of Chinese authors after paying the collecting society. Google quickly walked away, as any rational business would do. This story explains why the less representative a collecting society is, the more likely it is to desire an ECL. However, there is an obvious irony: the ECL system presupposes a highly representative and efficient collecting society that operates in a well-functioning copyright market;\textsuperscript{107} in reality, the strongest proponents of the ECL system are oftentimes nascent collecting societies that have yet to accumulate sufficient memberships in a market dominated by a large number of foreign or otherwise nonmember works.\textsuperscript{108}

Nevertheless, the proposed ECL is by no means the only way to increase representation. Another method is for collecting societies to improve their services and attract more members. In this sense, the fundamental concern about the proposed ECL is its potential effect on the incentives for collecting societies to offer authors better services by implementing new technologies and increasing operational efficiency.

Currently, without the benefits the proposed ECL provides, Chinese collecting societies sometimes provide an indemnification clause as part of their license agreements. Accordingly, collecting societies would defend and hold their users harmless from all copyright claims including those from non-members.\textsuperscript{109} These collecting societies essentially operate in a way

\begin{footnotesize}
\begin{itemize}
\item[106.] See NCAC, RMB 170 Million Was Distributed in 2011, GOV.CN (Dec. 4, 2010), http://www.gov.cn/gzdt/2012-12/04/content_2282411.htm.
\item[107.] See supra note 33 and accompanying text.
\item[108.] See, e.g., Riis & Schovsbo, supra note 49, at 937 (noting Norwaco, the Norwegian collecting society that manages cable retransmission rights, requested the ECL power even though of the two hundred broadcasting channels in Norway, only fourteen were actually Norwegian); see also Jiang, supra note 95, at 732 (2013) (noting the ECL was proposed in China, a country “[w]ith nascent collective societies and a vulnerable copyright regime”); Gervais, supra note 15, at 4 (“The advantage of the extended collective license system in Canada would be to place small collective management organizations (CMOs) on the same footing as large CMOs.”).
\item[109.] The indemnification clause appears to be common practice in the United States and in Europe. See Koskinen-Olsson, supra note 33, at 292; cf. Columbia Broad. Sys., Inc. v. American Soc. of Composers, 562 F.2d 130, 140 (2d Cir. 1977):

\begin{quote}
There is not enough evidence in the present record to compel a finding that the blanket license does not serve a market need for those who wish
\end{quote}
\end{itemize}
\end{footnotesize}
similar to liability insurance companies. In the United States, prospective users could obtain virtually total freedom to use any musical works by purchasing blanket licenses in a competitive market of collecting societies that includes ASCAP, BMI, and SESAC. These successful examples demonstrate how market forces may both diminish transaction costs and give rise to dynamic competition toward efficiency.

In response to overwhelming opposition from the Chinese public, the second draft of the Chinese Copyright Reform Bill narrowed the scope of the proposed ECL to two areas: use of musical and audiovisual works in karaoke parlors; and use of literary, musical, artistic, and photographic works by broadcasting organizations. This proposal also makes little sense. Both karaoke parlors and music companies constitute commercial undertakings that operate in a highly organized and competitive marketplace. One would be hard-pressed to identify another pair of willing buyers and willing sellers that are more prepared to engage in market negotiations. These sectors arguably need the ECL the least. The ECL power would also be redundant for broadcasters should they continue to receive a compulsory license for uses of copyrighted works in their programs.

On a related note, Nordic countries originally designed the ECL not as a mechanism to encroach extensively on the exclusive rights of copyright owners but as a favored alternative to compulsory licenses. Should Chinese policymakers be determined to implement the Nordic approach faithfully, they should start by transforming existing compulsory licenses into the ECL regime. First, it would alleviate the rigidity and insensitivity to market reality inherent in existing compulsory licenses because authors

---

110. This contractual design is one of the reasons why Chinese collecting societies called for a new limitation on liability provision under copyright law for collecting society licensees. See Article 70, First Draft, supra note 4; see also Jichao Ma, The Necessity and Urgency of Implementing Extended Collective Licenses in Our Country, SINA (Nov. 30, 2011), http://blog.sina.com.cn/s/blog_593badd10100xdbv.html (describing how CAVCA assisted karaoke parlors in handling lawsuits authors filed).

111. See Music Marketplace Study, supra note 34, at 19.

112. Article 60, Second Draft, supra note 4.


114. See Riis & Schovsbo, supra note 48, at 473.
would have a choice to opt out of the ECL and instead license their works directly. Second, for authors who prefer to stay within the ECL system, in most cases their copyright royalties would be decided through arms-length negotiations between collecting societies and prospective users. Third, the Chinese government would have a limited number of pilot projects to examine the long-term dynamics of the ECL regime first without unduly disturbing the status quo and vested interests.115

III. COMPULSORY LICENSE

The mechanical license under 17 U.S.C. § 115 originates from the first compulsory license in U.S. history that Congress established in 1909.116 It allows anyone to make and distribute phonorecords of a musical work after the work has been distributed to the public in the United States in phonorecords with permission, provided that the user serves a notice of intention, presents statements of account, and pays government-set royalties on a monthly basis.117 Mechanical licenses have opened the gate for other compulsory licenses to proliferate. Today, compulsory licenses cover usages ranging from non-interactive digital public performances of sound recordings118 and related ephemeral recordings119 to retransmission by satellite and cable of broadcast programs,120 over-the-air transmission of musical works by public broadcasting entities,121 and a public levy imposed on digital audio recording devices and media.122 ASCAP and BMI, which are collecting societies that manage public performance rights of musical works, are also subject to price control by the Southern District of New York.

115. The U.S. government appears to follow this cautious approach regarding the online music market. See Music Marketplace Study, supra note 34, at 1.
118. § 114(f).
119. § 112(e).
120. §§ 111, 119, 122.
121. § 118(b).
122. § 1003.
York rate courts.¹²³ The provisions on compulsory licenses account for approximately 40% of the 280-page U.S. Copyright Act as it stands.¹²⁴

The Chinese Copyright Law currently includes a provision similar to § 115 of the U.S. Copyright Act:

A producer of sound recording may use a musical work that has been legally recorded in a sound recording to produce another sound recording without permission of the copyright owner, provided that she pays statutorily set royalties. Nevertheless, such a use is not permitted for any work for which the copyright owner has declared that the use is prohibited.¹²⁵

The key difference between U.S. and Chinese mechanical licenses is that copyright owners are permitted to opt out of the compulsory license under the Chinese regime. In this sense, the Chinese provision is more analogous to the ECL system than a typical compulsory license. In any event, the provision has not drawn much public attention before the copyright reform because Chinese musicians and music companies routinely opt out.

The first draft of the Chinese Copyright Reform Bill proposed to transform the mechanical license into a compulsory license by removing the opt-out option in the current provision.¹²⁶ The proposed change sparked an outcry in the Chinese music industry. A number of top Chinese musicians publicly voiced their concerns that the compulsory license would be tantamount to an endorsement of piracy and a disincentive to invest in original music compositions.¹²⁷ The Record Industry Commission of the China Audio-Video Association, which mostly represents potential users of the compulsory license, issued a public statement lamenting that the

---

¹²³ ASCAP and BMI are governed by consent decrees imposed as a result of antitrust complaints filed by the Antitrust Division of the U.S. Department of Justice. It brought a civil action in 1941 which led to the first consent decree (U.S. v. ASCAP, 1940-1943 Trade Cas. (CCH) ¶ 56, 104 (S.D.N.Y. 1941)); it was then modified in 1950 (U.S. v. ASCAP, 1950-1951 Trade Cas. (CCH) ¶ 62, 595 (S.D.N.Y. 1950)), again in 1960 (U.S. v. ASCAP, 1960 Trade Cas. (CCH) ¶ 69, 612 (S.D.N.Y. 1960)), and most recently in 2001 (U.S. v. ASCAP, 2001 WL 1589999 (S.D.N.Y.)). The first consent order regarding BMI was issued in 1941 (U.S. v. BMI, 1940-1943 Trade Cas. (CCH) ¶ 56, 096 (E.D. Wisc. 1941)), and was modified twice: in 1966 (U.S. v. BMI, 1966 Trade Cas. (CCH) ¶ 71, 941 (S.D.N.Y. 1966)) and 1994 (U.S. v. BMI, 1996-1 Trade Cas. (CCH) ¶ 71, 378 (S.D.N.Y. 1994)).

¹²⁴ The full text of the U.S. Copyright Act is available at http://copyright.gov/title17/.

¹²⁵ Article 40, Chinese Copyright law, supra note 113.

¹²⁶ Article 46, First Draft, supra note 4.

proposal would deprive copyright owners of their licensing rights, destroy the business models of the music industry, and exacerbate the difficulties of musicians who have been fighting an uphill battle with widespread copyright piracy.128

The NCAC explained that the compulsory license would be useful for preventing musical composition monopolies.129 This explanation, according to musicians, showed how much the government officials had lost touch with the reality in the music industry.130 Musicians contended that, facing widespread piracy and competing with free illegal copies, most of them struggle to make ends meet. At present, none of the Chinese music companies is even financially strong enough to go public, let alone create a monopoly.131 By contrast, some downstream users like Baidu, Alibaba, and Tencent, which Chinese policymakers intend to protect from any monopoly, are among the most powerful companies in the world with dominant market positions and multi-billion dollar assets.132 A compulsory license that deprives musicians of their exclusive rights would amplify the already massive bargaining imbalance between technology providers and content providers.

The concerns of Chinese musicians and music companies are not unfounded, especially in light of their previous experience with another compulsory license for broadcasting organizations. Under the Chinese Copyright Law of 1990, radio and television stations that broadcast published sound recordings for non-commercial purposes enjoyed a total exemption from any claims of copyright owners, performers, or sound

---


131. Ren & Xu, supra note 130.

recording producers.¹³³ This provision was arguably inconsistent with the Berne Convention¹³⁴ and the three-step test under the TRIPS Agreement.¹³⁵ Therefore, right before China joined the WTO on December 11, 2001,¹³⁶ the Chinese Copyright Law of 2001 turned the exemption into a compulsory license: “Radio and television stations may broadcast published sound recordings without the permission of copyright owners but shall pay remunerations, unless the relevant parties have agreed otherwise. Detailed measures shall be formulated by the State Council.”¹³⁷ However, for the first eight years after the enactment of the compulsory license, Chinese broadcasting organizations, which are mostly resourceful state-owned enterprises, had wielded their lobbying powers to effectively block any initiatives to stipulate the detailed measures.¹³⁸ During that period, they continued to use all musical works for free. It was not until 2010 that radio and television stations gradually started negotiating with the MCSC, the collecting society responsible for managing the compulsory license.¹³⁹ This experience taught the music industry how vulnerable compulsory licenses were to regulatory capture by lobbying groups.

As a result of strong opposition from Chinese musicians and music companies, the third draft of the Chinese Copyright Reform Bill totally removed the compulsory license for mechanical reproductions together with the pre-existing provision.¹⁴⁰ In recent years, compulsory licensing has actually returned to the spotlight in copyright scholarship. It has been proffered as a solution to orphan works and mass digitization.¹⁴¹ Several commentators suggest legalizing peer-to-peer file sharing in exchange for a levy imposed on information technologies including Internet access.¹⁴² The

¹³⁴. Berne Convention, supra note 30, Article 11 bis(1).
¹³⁵. TRIPS Agreement, supra note 31, Article 13.
¹³⁷. Article 44, Chinese Copyright Law, supra note 113.
¹⁴⁰. Third Draft, supra note 4.
U.S. Supreme Court in *eBay v. MercExchange* reinforces the discretionary powers of federal courts to withhold injunctive relief in intellectual property cases, which is arguably equivalent to a judiciary-imposed compulsory license. The rejection of mechanical compulsory licenses in Chinese law serves as a reminder to reevaluate the efficacy and efficiency of compulsory licenses in the digital age. This Part focuses on three traditional rationales for compulsory licenses: monopoly prevention, transaction costs, and political compromise.

**A. Copyright and Monopoly**

When the 1909 Copyright Act first introduced the compulsory license in the United States, Congress indeed intended to prevent the emergence of a monopoly power. In the early 1900s, when piano rolls became one of the most popular ways for families to enjoy music in private, federal courts faced the thorny question of whether mechanical renderings of musical compositions without authorization constituted copyright infringement. The Supreme Court held in *White-Smith Music Publishing v. Apollo* that a piano roll was not a “copy” within the meaning of the Copyright Act because humans normally were unable to “see and read” the musical composition reproduced on a piano roll.

Although the majority decision in the *Apollo* case found piano rolls not liable for copyright infringement, it was accompanied by a powerful concurrence from Justice Holmes pleading for legislative recognition of mechanical rights. Music publishers had been lobbying Congress for a legislative intervention even prior to the *Apollo* decision. Against this...
backdrop, the Aeolian Company set out to actively acquire the not-yet-existing mechanical rights in musical compositions speculating that Congress would soon pass a bill to totally reverse the Apollo holding.150 The Aeolian Company was a leading manufacturer of piano rolls and received a patent on its player piano, the Pianola.151 Due to the legal uncertainty surrounding mechanical rights, the Aeolian Company managed to quickly accumulate a significant share in the music market on relatively favorable terms and conditions: Eighty-seven members of the Music Publishers Association granted exclusive mechanical licenses, which in the aggregate represented 381,598 compositions and accounted for 43% of the total market.152

The anticompetitive implications of the above practice deeply concerned Congress in 1909, which warned that, if mechanical rights were formally enacted, “not only would there be a possibility of a great music trust in this country and abroad, but arrangements are being actively made to bring it about.”153 As a result, the 1909 Copyright Act on the one hand overruled the Apollo decision by, for the first time, granting authors exclusive rights to reproduce musical works in phonorecords; on the other hand though, the Act created a compulsory license for subsequent mechanical reproductions of musical works to address the antitrust concern.154

No matter how realistic the threat of a music cartel was in light of the actions taken by the Aeolian Company (which ceased to exist decades ago), the antitrust rationale for compulsory licenses finds little support in modern

---

150. See SANJEK, supra note 145, at 23, 400.
151. Id.; U.S. Patent No. 765,645 (filed Nov. 16, 1899).
Copyright regimes. Copyrights rarely confer market power in the same manner patents do because different copyrighted works are often good (albeit not perfect) substitutes for each other. The high degree of substitutability lies primarily in several legal doctrines in copyright law. First, the idea/expression dichotomy mandates that copyright protection only extend to expressions rather than to ideas in a work of authorship. This principle suggests that a subsequent author could intentionally imitate a pre-existing work as closely as possible, provided the borrowing is limited to unprotected ideas. Second, in accordance with the copying requirement, the exclusive rights of a copyright owner only cover actual copying of her expression. A work of authorship created independently, however similar to a pre-existing one, does not constitute copyright infringement. Indeed, such a work would likely be considered original and entitled to a copyright separate from the pre-existing one. As a result, similar works of authorship abound in the marketplace due to either deliberate imitation or coincidental repetitiveness.

Additionally, the overall concentration in the music market does not reach a level that would generate real market powers for any firms to restrict music production and inflate music prices, at least according to the Federal Trade Commission, which approved the acquisition of EMI by its direct

---

155. As mentioned above, the majority of music market at the time was controlled by music publishers unrelated to the Aeolian Company. See supra note 152 and accompanying text.

156. See Edmund W. Kitch, Elementary and Persistent Errors in the Economic Analysis of Intellectual Property, 53 Vand. L. Rev. 1727, 1730 (2000) (arguing that “copyrights do not prevent competitors from creating works with the same functional characteristics”); Goldstein, supra note 29, at 86 (“Although we would prefer not to admit it, one author’s expression will always be substitutable for another’s.”).

157. 17 U.S.C. § 102(a)–(b) (2012). It is not an overstatement that most countries recognize the idea/expression dichotomy since the TRIPS Agreement includes such a provision. See TRIPS Agreement, supra note 31, Article 9(2) (“Copyright protection shall extend to expressions and not to ideas, procedures, methods of operation or mathematical concepts as such.”).

158. In other words, the social costs of copyrights are limited access to a work created by the author, while the social costs of patents are limited access to certain inventions created either by the patentee or by any third party.

159. See, e.g., Sheldon v. Metro-Goldwyn Pictures Corp., 81 F.2d 49, 54 (2d Cir. 1936) (“[B]ut if by some magic a man who had never known it were to compose anew Keats’s Ode on a Grecian Urn, he would be an ‘author,’ and, if he copyrighted it, others might not copy that poem, though they might of course copy Keats’s.”).

160. To this extent, copyright law drastically differs from patent law, under which the exclusivity of patent rights is relatively strong, covering not only unscrupulous copying but also independent creation of the same invention.
In terms of music publishing, three major firms, Sony/ATV Music Publishing (“Sony/ATV”), Universal Music Publishing Group (“UMPG”), and Warner/Chappell Music respectively control 22.4%, 28.9%, and 17.4% of the music publishing market. Because digital technology has lowered the market entry barriers regarding music production and distribution costs, the majors are faced with increasing competition from thousands of independent music publishers including Kobalt Music Group and BMG Chrysalis, which have in the aggregate grown from 31.6% of the market in 2007 to 35% in 2014.

The recording sector, mostly downstream users of mechanical licenses, features a market structure similar to the publishing sector. There are three major labels, Universal Music Group (“UMG”), Sony Music Entertainment, Inc. (“SME”), and Warner Music Group (“WMG”) that respectively hold 27.5%, 22%, and 14.6% market shares. Hundreds of independent labels combined account for 35.1% of record industry revenues. Furthermore, major music labels and major music publishers are subject to common corporate ownership. UMPG is owned by UMG, the Sony Corporation owns SME and half of Sony/ATV, and Warner/Chappell Music is a division of WMG. These factors suggest that music publishers would rarely be able to leverage their bargaining powers against music labels in negotiating mechanical licenses, regardless of any constraints created by a compulsory license.

---


163. See id.


Music publishers also have to deal with even more formidable market players of the caliber of Apple, Amazon, and Google in the digital environment. The digital music market is clearly more concentrated than the music publishing market. For instance, iTunes (64%) and Amazon MP3 (16%) combined control 80% of the music download market, and YouTube alone accounts for 77.6% of Internet video visits. Artificially limiting the bargaining powers of music publishers would effectively reinforce the dominant positions of Internet service providers.

There is no guarantee that anticompetitive behaviors would not emerge in any copyright industry. However, antitrust statutes incorporate more comprehensive and sophisticated mechanisms than does the Copyright Act to handle anticompetitive concerns, allowing for both specialized government agency and private enforcement. It appears grossly disproportionate to subject a whole industry to a compulsory license for the purpose of redressing a limited number of wrongdoings.

B. TRANSACTION COSTS AND RENT SEEKING COSTS

Another conventional justification for compulsory licenses is minimal transaction costs because prospective users may unilaterally decide to use copyrighted works upon payment of statutory royalties without negotiation with copyright owners. However, recent empirical studies present strong evidence that the digital market is significantly more concentrated than the music publishing market. For instance, iTunes (64%) and Amazon MP3 (16%) combined control 80% of the music download market, and YouTube alone accounts for 77.6% of Internet video visits. Artificially limiting the bargaining powers of music publishers would effectively reinforce the dominant positions of Internet service providers.

There is no guarantee that anticompetitive behaviors would not emerge in any copyright industry. However, antitrust statutes incorporate more comprehensive and sophisticated mechanisms than does the Copyright Act to handle anticompetitive concerns, allowing for both specialized government agency and private enforcement. It appears grossly disproportionate to subject a whole industry to a compulsory license for the purpose of redressing a limited number of wrongdoings.

B. TRANSACTION COSTS AND RENT SEEKING COSTS
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evidence demonstrating that private parties continue to actively bargain in the shadow of compulsory licenses and other liability rules.  

Ironically, a typical example is precisely the first compulsory license. Although the U.S. government has regularly set royalty rates for various mechanical licenses, a majority of music labels approach private clearinghouses, such as the Harry Fox Agency, to negotiate for mechanical licenses. The music labels apparently find the monthly accounting obligations under § 115 too cumbersome and prefer to directly negotiate with the Harry Fox Agency, which offers quarterly accounting as a standard practice. In other words, the administrative costs incurred for compulsory licenses outweigh the transaction costs involved in private negotiations.  

Not only do private parties routinely contract around compulsory license terms, but the U.S. Copyright Act also contains built-in mechanisms to encourage private negotiations prior to, and during the course of, governmental rate-setting proceedings. For instance, Congress requires that voluntary licenses negotiated between copyright owners and prospective users take precedence over the rates and terms set by government agencies. Congress also provides antitrust exemptions for both parties to compulsory licenses so that they could respectively designate common agents to negotiate royalty rates. The rate-setting proceedings specifically set aside a three-week period for settlement negotiations.  

While compulsory licenses have limited effects in minimizing transaction costs, they usually generate additional administrative costs unseen in private transactions. Both copyright owners and prospective users have strong incentives to invest substantial resources in lobbying

simplify the process of obtaining mechanical licenses and has reduced a significant amount of unnecessary transaction costs.”).  

171. See Lemley, supra note 24, at 463.

172. See, e.g., Music Licensing Reform Before the Subcomm. on Intellectual Property of the S. Comm. on the Judiciary, 109th Cong., 1st Sess. (2005) (statement of Marybeth Peters, Register of Copyrights), http://www.copyright.gov/docs/regstat07l205.html (“[T]he use of the [compulsory] license appears to have again become almost non-existent; up to this day, the Copyright Office receives very few notices of intention.”); Mechanical and Digital Phonorecord Delivery Rate Determination Proceeding, 74 Fed. Reg. 4509, 4510, 4511, 4520 n.32 (Jan. 26, 2009) (codified at 37 C.F.R. pt. 385) (citing testimony of RIAA expert economist Dr. Steven Wildman) (“As witnesses for both record companies and music publishers have explained, essentially no one uses the compulsory license process—licenses for mechanical royalties . . . are negotiated in the market on a voluntary basis.”).

173. See Loren, supra note 25, at 682 n.38.


175. See §§ 112(e)(2), 114(e)(1), 115(e)(3)(B).

176. § 803(b)(6)(C)(x).
government agencies\textsuperscript{177} for favorable royalty rates (often referred to as rent-seeking costs or influence costs).\textsuperscript{178} The legislative history of the 1976 Copyright Act pointed to the sheer magnitude of expenditures by lobbyists trying to influence the licensing rates. In the first comprehensive amendment of the U.S. Copyright Act in sixty years, over 32\% of the 1976 hearings record was devoted to rates.\textsuperscript{179} ASCAP, which is subject to rate-setting proceedings by rate courts, more recently admitted, “ASCAP and applicants have collectively expended well in excess of one hundred million dollars on litigation expenses related to rate court proceedings, much of that incurred since only 2009.”\textsuperscript{180}

The proceedings regarding webcaster royalties provide another dramatic illustration.\textsuperscript{181} While the Digital Performance Right in Sound Recordings Act of 1995 recognizes “the exclusive right to perform the copyrighted work publicly by means of a digital audio transmission,” it simultaneously provides for a compulsory license covering non-interactive webcasting services.\textsuperscript{182} However, no royalty negotiations for such services started until the passage of the Digital Millennium Copyright Act of 1998,\textsuperscript{183} which further clarified the rate-setting standards. A large number of webcasters had emerged operating practically in a royalty-free environment by the time the Copyright Arbitration Royalty Panel (“CARP”) proceedings officially concluded in 2002.\textsuperscript{184}

\begin{footnotesize}
\begin{itemize}
\item 177. Congress created the Copyright Royalty Tribunal (“CRT”), with five commissioners appointed by the President, to adjust the royalty rate. See Copyright Act of 1976, Pub. L. No. 94-553, §§ 801–802, 90 Stat. 2541, 2594–96 (1976). The CRT was replaced in 1993 by the Copyright Arbitration Royalty Panel (“CARP”) system; rather than permanent appointees, the CARP arbitrators were convened for specific rate proceedings. See Copyright Royalty Tribunal Reform Act of 1993, Pub. No. 103-198, §802, 107 Stat. 2304, 2305 (1993). The CARP system, in turn, was replaced in 2004 by the current system, the Copyright Royalty Board (“CRB”), which is composed of three administrative judges (“Copyright Royalty Judges”) appointed by the Librarian of Congress. See 17 U.S.C. § 801 (2012); Copyright Royalty and Distribution Reform Act of 2004, Pub. L. No. 108-419, 118 Stat. 2341 (2004).


\item 180. See Music Marketplace Study, supra note 34, at 93.


\end{itemize}
\end{footnotesize}
Congress ("LOC") affirmed the CARP decision to set per-performance rates, including $0.0007 per performance for commercial webcasters and $0.0002 per performance for non-commercial webcasters.\textsuperscript{185} Webcasters who felt the CARP rates overly burdensome acted immediately to lobby for an amendment in Congress, which passed the Small Webcasters Settlement Act of 2002 to suspend the implementation of the CARP decision and encourage SoundExchange to negotiate directly with webcasters for alternative royalty structures.\textsuperscript{186} Both parties eventually reached agreements (effective through 2005), under which small webcasters would pay a graduated percentage-of-revenue rate and non-commercial webcasters would pay a flat rate.\textsuperscript{187} In essence, the CARP proceedings, which reportedly incurred $25 million in legal fees and witness costs, were completely superseded by private negotiations.\textsuperscript{188}

The drama repeated itself five years later despite Congress attempted to streamline rate-setting procedures by replacing the ad hoc CARP with the Copyright Royalty Board (CRB), consisting of three standing Copyright Royalty Judges.\textsuperscript{189} In 2007, the CRB similarly ruled in favor of a per-performance structure for commercial webcasters, establishing a graduated rate starting from $0.0008 for 2006.\textsuperscript{190} Several webcasters expectedly objected to the CRB rates and filed appeals in the D.C. Circuit.\textsuperscript{191} Meanwhile, they quickly returned to Congress, which again enacted legislative solutions following the exact pattern of the Small Webcaster Settlement Act of 2002.\textsuperscript{192} With the authority from Congress to engage in private negotiations for alternative licensing rates, SoundExchange reached another round of agreements with a wide variety of webcasters (effective through 2015). As a result, commercial pureplay internet radio services

\textsuperscript{185}. See id.
\textsuperscript{190}. 37 C.F.R. § 380.3(a)(1) (2012).
agreed to pay 25% of gross revenues or a per-performance rate lower than the CRB rate, whichever greater. The clock for the next round of CRB proceedings has started ticking as the rate-setting under Section 114 takes place every five years by operation of law.

The above examples reveal that private negotiation and government lobbying are normally intertwined in the context of compulsory licenses. Contrary to the conventional wisdom that compulsory licenses simplify licensing processes, they essentially add rent-seeking costs on top of transaction costs.

C. Political Compromise

Monopoly concerns and transaction costs are not the whole story for traditional compulsory licenses. In cases involving new information technologies, Congress has sometimes enacted a compulsory license to broker a compromise between dueling stakeholder groups of technology providers who demanded unabridged access to copyrighted works and of copyright owners who asserted exclusive rights over new uses of their works.

Take the Apollo case as an example. Piano rolls, a technological innovation back then, produced new uses of musical compositions, and so music publishers approached the judiciary for legal remedies by suing the technology manufacturer. The district court in Apollo ruled in favor of the defendant due to the lack of clear guidance in the Copyright Act. By the time the case was finally before the Supreme Court several years later, the new uses had become sufficiently widespread that the Supreme Court had to reluctantly affirm the district court’s decision and call upon Congress to reform the outdated statute in response to new technologies. Faced with forceful lobbying by a thriving new technology industry and the potential public relations nightmare of outlawing everyday activities by millions of consumers, Congress was compelled to mediate a political compromise through a compulsory license: Technology providers could continue their business models without the constraints of exclusive rights;

196. Id. at 8.
197. Id. at 9 (indicating millions of piano rolls and player pianos were manufactured).

Such political dynamics became a recurrent theme for other compulsory licenses. In the 1960s and 70s, when copyright owners brought actions against cable operators for augmenting local signals and importing distant signals, the Supreme Court twice affirmed district court decisions in favor of the defendants, holding that cable systems did not involve public performance because they were more aligned with a viewer function than a broadcaster function.\footnote{Teleprompter Corp. v. CBS, 415 U.S. 394, 408–10 (1974); Fortnightly Corp. v. United Artists Television, Inc., 392 U.S. 390, 399–401 (1968).} Two years later, in the 1976 Copyright Act, Congress responded by carving out a compulsory license for cable retransmission.\footnote{Sony Corp. of Am. v. Universal City Studios, Inc., 464 U.S. 417, 420–21 (1984).} In the 1980s, while movie studios sought injunctive relief to enjoin the distribution of analog video recorders, the Supreme Court again sided with the district court, which found no indirect liabilities for a manufacturer whose machines facilitated time shifting by television viewers.\footnote{Cahn v. Sony Corp., No. 90 Civ. 4537 (S.D.N.Y. July 11, 1991).} Seven years later, the advent of digital audio recorders (which could generate unlimited copies without quality degradation) started to push the envelope of the \textit{Sony} holding.\footnote{Pub. L. No. 102-563, 106 Stat. 4237 (1992) (codified as amended at 17 U.S.C. §§ 1001–1010).} Congress consequently enacted the Audio Home Recording Act of 1992 to impose a levy on digital audio recording devices and media, and prohibited any copyright actions against the providers and their consumers.\footnote{A&M Records, Inc. v. Napster, Inc., 114 F. Supp. 2d 896, 901 (N.D. Cal. 2001), aff’d in part and rev’d in part, 239 F.3d 1004 (9th Cir. 2001).}

By contrast, the market landscape would have been dramatically different if a court initially did not hesitate to uphold the exclusive rights of copyright owners over new uses of copyrighted works. Taking peer-to-peer file sharing as an example, when a district court issued a preliminary injunction against Napster in 1999,\footnote{A&M Records, Inc. v. Napster, Inc., 239 F.3d 1004 (9th Cir. 2001).} which was essentially affirmed by the Ninth Circuit in 2002,\footnote{A&M Records, Inc. v. Napster, Inc., 114 F. Supp. 2d 896, 901 (N.D. Cal. 2001), aff’d in part and rev’d in part, 239 F.3d 1004 (9th Cir. 2001).} music labels and technology providers actively engaged in private negotiations for voluntary licenses, both inside and
outside of the legal proceedings. A robust digital music market has quickly emerged, starting from the launch of the iTunes store in 2003, which not only changed the fate of then-ailing Apple but also permanently changed the way people purchase music. Unsurprisingly, Congress has not issued any compulsory license for file sharing despite the pleadings from several high-profile scholars.

A compulsory license that substitutes reasonable remuneration for exclusive rights might not obstruct a copyright market if the government-set rates could accurately reflect the market values that would otherwise be revealed through private transactions. However, empirical evidence from several natural experiments appears to suggest that the government has an inherent tendency to underestimate the value of copyrighted works in rate-setting proceedings. For instance, no matter how closely the two-cent rate for mechanical licenses imitated the market rates in 1909, it would be hard to justify that the rate stayed two cents for almost seventy years from 1909 to 1978. During the same period of time, overall inflation increased by 500%, suggesting the real value of the two-cent rate decreased by 500%. Likewise, the current 9.1-cent rate in 2015 remains significantly lower than the two-cent rate in 1909, which amounts to over fifty cents in 2015 after adjustment for inflation.

The rapid depreciation of statutory royalties dramatically contrasts the growing importance of musical works in the digital age. In 2004, several music publishers and music labels, uncertain whether ringtones fell into the definition of Digital Phonorecord Delivery under the compulsory license,

---

209. See supra note 142 and accompanying text.
entered into voluntary licensing agreements.\textsuperscript{213} These market transactions established a royalty rate for ringtones at twenty-four cents per use,\textsuperscript{214} drastically higher than the 9.1-cent rate set by the government. Remarkably, ringtones usually use short excerpts of musical works, which highlights how much the government-set rate undervalues full-length works.\textsuperscript{215} Similarly, several music publishers sought in 2013 to withdraw new media rights from ASCAP and BMI to bypass the rate-setting proceedings at rate courts and negotiate directly with service providers for higher royalties.\textsuperscript{216} As a result, EMI received a rate equivalent to the ASCAP rate of 1.85\% for non-interactive streaming services but without a deduction for ASCAP surcharges; Sony/ATV obtained a prorated share of 5\% (equivalent to a 2.28\% implied rate for ASCAP); and UMG negotiated a prorated share of 7.5\% (equivalent to a 3.42\% implied rate for ASCAP).\textsuperscript{217}

Several phenomena in the copyright market explain why compulsory licenses may systematically undercompensate authors for the market values of copyright licenses. First, the unauthorized version of a copyrighted work, if distributed to the public in a poor quality, inflicts a reputational harm to the author, which may scarcely be quantifiable in any compulsory licenses.\textsuperscript{218} Such reputational harms are actually as relevant to financial

\begin{footnotes}
\item[213] Mechanical and Digital Phonorecord Delivery Rate Adjustment Proceeding, 71 Fed. Reg. 64,303, 64,308–09 (Nov. 1, 2006).
\item[214] 37 C.F.R. § 385.3(b) (2015).
\item[215] Mechanical and Digital Phonorecord Delivery Rate Determination Proceeding, 74 Fed. Reg. 4509, 4522 (Jan. 26, 2009) (Music publishers introduced the negotiated agreements as marketplace benchmarks and secured a much higher rate for ringtones than the rate for full songs.).
\item[218] See, e.g., Nintendo of Am. Inc. v. Lewis Galoob Toys, Inc., No. 90-15936, 1991 WL 5171, at *3 (9th Cir. Jan. 24, 1991) (“A large portion of the harm to Galoob and Nintendo from either granting or denying the preliminary injunction would be financially compensable. However, Nintendo introduced evidence in the court below that the sale of Game Genie could cause irreparable harm to its design strategy, reputation, and its right to create derivative works.”); Columbus Rose Ltd. v. New Millennium Press, No. 02 Civ. 2634(JGK), 2002 WL 1035560, at *11 (S.D.N.Y. May 20, 2002) (holding that plaintiff’s “name and artistic reputation are his major assets,” which “cannot be remedied by a monetary award”) (internal quotation marks omitted); Art Line, Inc. v. Universal Design Collections, Inc., 966 F. Supp. 737, 744–45 (N.D. Ill. 1997); Clifford Ross Co. v. Nelvana, Ltd., 710 F. Supp. 517, 520–21 (S.D.N.Y. 1989) (“[I]t is well established that loss to artistic reputation . . . cannot be compensated for in money damages.”), aff’d, 883 F.2d 1022 (2d Cir. 1989).
\end{footnotes}
interests as to moral rights because “the ultimate commercial success of an ‘artist’ often depends on name recognition and reputation with the value and popularity of each succeeding work depending upon the ‘name’ established through commercial exploitation of preceding works.” In voluntary agreements, copyright owners may insist on extensive involvement in the editing process, request a prior approval for every proposed change, or otherwise wield quality control over the licensed versions. It is unclear whether such quality control is practical, or even possible, in compulsory licenses. Second, creative industries involve a notoriously high degree of uncertainty in consumer preferences. Therefore, copyright owners traditionally maintain a large portfolio of different works that they use to cross-subsidize experimental or pioneer works with lucrative revenues from bestsellers. Uniform reasonable royalties set for compulsory licenses would likely undercompensate copyright owners for their business risks in producing a variety of works. Third, copyright owners would lose the ability to grant an exclusive license in the shadow of a compulsory license. The total royalties from several nonexclusive licenses would probably still be less than those from a single exclusive license due to the erosion of market power by multiple competitors. Fourth, unlike private negotiations, the rate-setting proceedings are susceptible to lobbying pressures in a political environment where lower royalty rates are understandably more popular among potential voters and powerful technology sectors. Fifth, compulsory licenses may result in uneven bargaining positions between copyright owners and prospective users. Where the government-set rate is too high, a licensee could always ask for a discounted rate from a copyright owner or simply cease using her work. By contrast, if the government-set rate is too low, a copyright owner would be unable to stop the other party from using her work and therefore have much less leverage to bargain for a higher rate. In most cases, the compulsory license creates a ceiling for the


220. See GOLDSTEIN, supra note 29, at 83; Barry W. Tyerman, The Economic Rationale for Copyright Protection for Published Books: A Reply to Professor Breyer, 18 UCLA L. REV. 1100, 1121 (1971).

221. See supra note 184 and accompanying text.

222. The dramas surrounding webcasting royalty rates somewhat illustrate the bargaining power of copyright users to demand lower rates under compulsory licenses. See supra text accompanying note 181.

223. However, it does not follow that a copyright owner would never have any chance to bargain for higher royalties in the context of a compulsory license. For narrow exceptions, see Lemley, supra note 24, at 463.
amount copyright owners may realistically bargain for in private negotiations. This explains why both parties often incur substantial expenses to litigate and lobby for a compulsory license they rarely use in practice.

IV. ORPHAN WORKS AND MASS DIGITIZATION

“Orphan works” refer to the situations where a prospective user who wishes to obtain a license for a copyrighted work cannot identify or locate the copyright owner with a reasonably diligent search. Faced with the possibility of expensive copyright litigation and ensuing statutory damages, risk-averse users such as libraries, museums, and archives would often shy away from a projected use that could otherwise generate substantial social value. Meanwhile, the copyright owner, if located, might be more than happy to grant the user a license. As a result, excessive transaction costs involved in locating relevant parties in effect prevent a mutually beneficial transaction from taking place.

The increased attention to orphan works stems from a number of modern developments in international copyright regimes. First, many countries, including the United States and most European nations, have extended the duration of copyright protection to life plus seventy years. Generally, the longer the time having elapsed since a copyrighted work was created and published, the more difficult it is to ascertain its current ownership. Second, the Berne Convention requires member countries to remove registration.

---

224. See Music Marketplace Study, supra note 34, at 93.
   The complexity of compliance, and the associated transactions costs, create a curious anomaly: virtually no one uses section 115 to license reproductions of musical works, yet the parties in this proceeding are willing to expend considerable time and expense to litigate its royalty rates and terms. The Judges are, therefore, seemingly tasked with setting rates and terms for a useless license. The testimony in this proceeding makes clear, however, that despite its disuse, the section 115 license exerts a ghost-in-the-attic like effect on all those who live below it. Thus, the rates and terms that we set today will have considerable impact on the private agreements that enable copyright users to clear the rights for reproduction and distribution of musical works.

228. Berne Convention, supra note 30, Article 5.
notice, and any other formalities as preconditions for the enjoyment and exercise of copyright. This requirement practically decreases the incentives for authors to provide sufficient ownership information. Third, digital technology has made it possible to copy and distribute a vast volume of copyrighted works, which quickly multiplies transaction costs required to locate relevant copyright owners.

Recent studies demonstrated that orphan work problems are prevalent and have significant effects on public interests. For instance, a 2012 survey conducted in the United Kingdom estimated staggering percentages of orphan works: (i) National History Museum, London – 25% of its 500,000 item collection; (ii) European Film Archives – 4% to 7% of its 3.2 million titles; (iii) Imperial War Archive – 20% of its 11 million item collection; (iv) National History Museum, London – 20% of its one million book collection; and (v) National Library of Scotland – around 20% of its 1.5 million book collection. Similarly, several U.S. projects discovered significant shares of orphan works among various library collections, usually in the range of 25% to 50%.


230. For cases involving millions of works distributed online, see, for example, Kelly v. Arriba Soft Corp., 336 F.3d 811 (9th Cir. 2003); Authors Guild, Inc. v. HathiTrust, 755 F.3d 87 (2d Cir. 2014); Authors Guild v. Google, Inc., 804 F.3d 202 (2d Cir. 2015).


233. See 2006 Orphan Works Study, supra note 37, at 36-39 (over 50% in selected university libraries); Cairns, supra note 42 (25% in the Google Books Project); John P. Wilkin, Bibliographic Indeterminacy and the Scale of Problems and Opportunities of “Rights” in Digital Collection Building, RUMINATIONS (Feb. 2011), http://www.clir.org/pubs/ruminations/01wilkin/wilkin.html (50% in the HathiTrust corpus).
Many countries in the world have introduced creative legal mechanisms to resolve orphan work problems. This Part is focused on two proposals that may be loosely called the “limitation on liability” approach and the “compulsory license” approach. Additionally, this Part will briefly evaluate various proposals regarding the related but slightly different issue of mass digitization using the Google Books Project as an example.

A. LIMITATION ON LIABILITY VERSUS COMPULSORY LICENSE

The U.S. Copyright Office initially deliberated on the “limitation on liability” approach in its well-known 2006 Report on Orphan Works. The report drew inspiration from a 2003 book suggesting that copyright law establish a mechanism similar to marketable title under property law to provide incentives for authors to regularly update ownership information and facilitate copyright transactions. Following these recommendations, Congress introduced multiple bills for orphan works in 2006 and 2008 (none of which have passed). This approach includes the following elements:

(i) A copyrighted work is considered an orphan work where the user is unable to identify and locate the copyright owner with a good faith diligent search;

(ii) A user can start to use the orphan work after filing a notice of use with a government authority;

(iii) If the copyright owner emerges and alleges copyright liabilities, retrospective monetary relief would be limited to reasonable compensation, i.e., the amount that a willing buyer and a willing seller would have agreed upon before the use began;


235. See Authors Guild v. Google, Inc., 804 F.3d 202, 213 (2d Cir. 2015).

236. See 2006 Orphan Works Study, supra note 37, at 16. Those recommendations are restated in 2015 Orphan Works Study, supra note 21, at 3. The “limitation on liability” approach is different from the argument that the orphan status of a copyrighted work automatically weighs in favor of fair use. The moment that the user is sued for copyright infringement, the works ceases to be an orphan. Therefore, a denial of all remedies, particularly injunctive relief and future royalties, are not justified in many cases.

237. See GOLDSTEIN, supra note 79, at 203 (confirmed by a drafter of the report who worked at the U.S. Copyright Office at the time).

(iv) Eligible nonprofit institutions including certain schools, museums, libraries, archives, and public broadcasters would not be subject to any monetary relief for noncommercial uses of orphan works unless they do not promptly cease their uses after receiving notice from the copyright owner; and

(v) A court has the authority to impose injunctive relief upon request of the copyright owner to enjoin further uses of the orphan work accounting for the reliance interests of, and the original expressions added by, the user.

One may argue that the U.S. Copyright Act already contains a watered-down version of the “limitation on liability” approach in the context of mechanical licenses where, if the copyright owner is not locatable in public records, the user may file a notice of intention with the U.S. Copyright Office and then use the work royalty-free until the owner emerges.\(^ {239}\) In 2012, the European Union issued the Directive on Certain Permitted Uses of Orphan Works, which builds on another watered-down version of the U.S. model by providing an exemption for public interest missions of “libraries, educational establishments and museums . . . archives, film or audio heritage institutions and public-service broadcasting organizations.”\(^ {240}\)

By contrast, Canada\(^ {241}\) is a celebrated example that has implemented the “compulsory license” approach to tackle orphan work problems, joined by a handful of other countries including the United Kingdom,\(^ {242}\) Hungary,\(^ {243}\)


\(^{241}\) Copyright Act, R.S.C. 1985, c. C-42, s. 77.


India, Japan, and Korea. Although slight variations exist among these countries, their approach may be summarized based loosely on the Canadian model:

(i) A published work is considered an orphan work where the user is unable to identify and locate the copyright owner with a reasonable effort;

(ii) A user may apply to the Copyright Board (or counterpart authorities in other countries) for a compulsory license to use the orphan work;

(iii) The Copyright Board would grant the compulsory license, usually nonexclusive and nontransferable in nature, if the user sufficiently proves her reasonable effort in searching for the copyright owner;

(iv) The Copyright Board is responsible for establishing the royalty rates and usage conditions for the compulsory license;

(v) The user shall pay her royalties to a collecting society designated by the Copyright Board (or directly to a government agency in several other countries); and

(vi) The collecting society will retain the royalties in escrow while trying to locate the copyright owner for a certain period of time. If the copyright owner does not emerge after the period, the collecting society may allocate the royalties for other purposes, e.g., defraying its administrative costs or funding social and cultural activities.

B. THE INCENTIVE ANALYSIS

The 2012 Chinese Copyright Reform Bill expectedly follows the “compulsory license” approach largely because it would result in rent-seeking opportunities for interest groups like collecting societies:

If the user is unable to identify and locate, with a diligent search, the copyright owner of a published work which copyright has not expired, the user may use the work in a digitalized form after filing an application with, and deposit a royalty at, the organization designated by the copyright administrative authority of the State Council.


Notably, evidence from countries already implementing this approach demonstrates that prospective users of orphan works rarely utilize such compulsory licenses. For example, for the twenty-seven-year period from 1988 to 2015, the Copyright Board of Canada has issued only 283 compulsory licenses, which amounts to approximately ten licenses per year. This number is drastically dwarfed by the millions of existing orphan works.

It is easy to understand why the “compulsory license” approach is not popular among potential users, especially compared to the “limitation on liability” approach. First, each time a user wishes to obtain a compulsory license to use an orphan work, she must prove to the satisfaction of the government authority that the copyright owner is not locatable with a good faith diligent search. By contrast, with the “limitation on liability,” a user would have to establish her reasonable search in negotiation or in court only if the copyright owner emerges. Therefore, the “limitation on liability” approach has the advantage of saving administrative costs for both users and adjudicators.

Second, the “compulsory license” approach requires orphan works users to pay copyright royalties upfront, while the “limitation on liability” approach only requires users to pay royalties if the copyright owner resurfaces. Also, it is difficult to imagine how the government authority could efficiently set royalty rates for the compulsory licenses to use orphan works. While governmental rate-setting is by no means easy for any compulsory license, orphan works would add an additional layer of complexity and uncertainty. The government usually strives to simulate the ordinary market value that a willing buyer and a willing seller would have agreed upon through arms-length negotiation. Orphan works are by definition out-of-commerce works that do not have existing market benchmarks. The royalty rates for non-orphan works under normal


249. See supra note 232 and accompanying text.

250. See supra note 241 and accompanying text.

251. See supra note 238 and accompanying text.

commercial exploitation may not serve as proxy for orphan works, which typically have less market value. Many works become orphaned because copyright owners believe the costs for keeping the ownership information accessible and updated outweigh the benefits of exploiting the works.

Third, a collecting society designated to manage the compulsory licenses may have enough incentives to collect royalties for orphan works but not enough to locate their copyright owners and distribute royalties. On the one hand, if the money collected is negligible and hardly covers searching costs, the collecting society would naturally be unwilling to search for copyright owners. On the other hand, if the royalties are substantial, the collecting society would have even less incentive to locate copyright owners because it may use the unallocated amount to defray administrative costs and support collective-purpose projects targeting existing members, including awards and scholarships.

From an efficiency perspective, the “limitation on liability” approach is clearly preferable to the “compulsory license” approach. Copyright protection reflects a trade-off between incentive and access in accordance with the economic features of its subject matters. Information products, including works of authorship, have certain characteristics of a public good, i.e., “non-excludability” (or “inappropriability”) and “non-rivalry” (or “indivisibility”). “Non-excludability” means that, once information is

---

253. See Randal C. Picker, *Private Digital Libraries and Orphan Works*, 27 Berkeley Tech. L.J. 1259, 1283 (2012). To design a compulsory license that encourages users to apply, the government would need to at least ascertain the market values of orphan work licenses (i.e., reasonable damages if liable for infringement) and the probability of copyright owners eventually emerging. It may then set the royalty rates by multiplying the two factors. Above the level, prospective users may choose to proceed without a license.

254. Any financial return from orphan works hardly affects ex ante incentives for creation no matter how successful authors are, especially where the criteria for a diligent search are set sufficiently high and authors have the option to terminate the orphan status. If an author expects her work to be commercially valuable (say 10), she may also expect the probability of her work becoming orphan to be rather low (say 10%). Therefore, the expected value from orphan work licensing would be low (1). If an author otherwise expects the probability of her work becoming orphan is rather high (say 100%), she would rationally anticipate that her work has limited commercial value (1). The expected value is equally low (1).

255. Certain institutional designs may be useful to alleviate the incentive concern; for example, requiring the collecting society to distribute royalties to relevant copyright owners before allocating a percentage of the distributed royalties to defray administrative costs.

256. See supra note 41 and accompanying text.

created and distributed, it is physically difficult to exclude others from enjoying it. The consumption of information is “non-rivalrous” where it may be enjoyed simultaneously by an infinite number of people without incidentally affecting the enjoyment by others. In economic terms, the marginal cost of extending the consumption to another person is near zero. Under such circumstances, it is extremely difficult for authors to recoup the fixed costs of creating their works in a market without property rights because competitors, who are free to copy the same works without incurring the fixed costs, will soon drive the prices towards the marginal costs of reproduction and distribution. Therefore, the market tends to undersupply those valuable works absent sufficient incentive for intellectual creation. Copyright law is intended to solve the incentive problem by granting authors exclusive control, for a limited period of time, over the reproduction and distribution of their works, which in turn generates market opportunities for pricing their works above marginal costs. The markup allows authors to recoup their initial investment in creative works, although the increased price may inhibit access by certain consumers who are willing to pay for the marginal cost but not for the premium.

However, orphan works by definition involve authors who may not be located with a diligent search. Chances are that the authors will never reappear. If compulsory licenses are imposed in these cases, users would pay a higher price, but the real authors would not receive any financial incentives. This situation would be the worst of both worlds: limited access for consumers and no incentive for authors. By contrast, under the “limitation on liability” approach, consumers would enjoy virtually free access to orphan works, unless the authors reappear and copyright incentives resume functioning properly to signal the authors how much consumers value their works. By conditioning certain monetary remedies


258. From an ex post perspective, once a work is created, the author would be unable to internalize the fixed costs and therefore suffer a competitive disadvantage over free riders who do not bear the fixed costs. From an ex ante perspective, even if the author tries to negotiate a price with all potential users before the work is created, game theory suggests that many users may underbid the work attempting to free ride other consumers’ contribution.

259. See Goldstein, supra note 79, at 200 (“[T]here is no better way for the public to indicate what they want than through the price they are willing to pay in the marketplace.”); Harold Demsetz, Information and Efficiency: Another Viewpoint, 12 J.L. & ECON. 1, 1 (1969) (arguing that production and consumption of information cannot be judged independently); Adam Smith, Lectures on Jurisprudence 82–83 (R.L. Meek et al. eds., 1987) (1762) (“[Copyright] is perhaps as well adapted to the real value of the work as any
(e.g., statutory damages and attorneys’ fees) on the accessibility of relevant copyright owners, the approach would generate powerful incentives for authors to provide updated ownership information and connect directly with consumers. A well-functioning market would eventually benefit the whole society including consumers and authors alike.

C. MASS DIGITIZATION

The above discussions also suggest that compulsory license and ECL proposals may not be appropriate even for mass digitization projects that involve an astronomical number of copyrighted works and substantial transaction costs for copyright clearance.

Taking the Google Books Project as an example, since 2004 Google has scanned millions of books provided by publishers and libraries.260 On the one hand, Google used the digital corpus to develop book search engines and data mining tools (“non-display uses”). On the other hand, it engaged in negotiation with major publishers and the Authors Guild to launch an online bookstore comparable to Amazon (“display uses”), which Google appeared to discontinue after Judge Chin had rejected the Google Books Settlement.261

The Google Books Project has tested the boundaries of copyright protection across the world, especially with regard to non-display uses. In the United States, the Second Circuit recently affirmed the district-court decision that the copying involved in Google’s searching and data-mining functions was “transformative use,” did not offer the public a meaningful substitute for purchasing copyrighted works, and hence satisfied the test for fair use.262 However, in 2012, a Chinese court found Google liable for full-text book scanning but not for displaying limited snippets.263 Although

other, for if the book be a valuable one the demand for it in that time will probably be a considerable addition to his fortune. But if it is of no value the advantage he can reap from it will be very small.”)

262. Cf. Authors Guild v. Google, Inc., 804 F.3d 202, 230 (2d Cir. 2015); Authors Guild, Inc. v. HathiTrust, 755 F.3d 87, 105 (2d Cir. 2014). While a comprehensive evaluation of Second Circuit decisions regarding the Google Books Project entails a separate article (if not more), it suffices to say at the moment Authors Guild v. Google could theoretically arrive at a different outcome than Authors Guild v. HathiTrust. In the latter case, the library defendants have originally acquired the copies of relevant books through purchase or other legitimate means. In the former case, Google did not own any copies until it generated new copies through digital scanning. In other words, scanning books eliminates the need for Google but not for libraries to purchase books.
Chinese law does not contain a four-factor fair use test, the court incorporated part of the three-step test into the reasoning.\textsuperscript{264} It concluded that the book scanning conflicts with the normal exploitation of copyrighted works because granting licenses and collecting royalties for full-text reproduction is one of the most common exploitations by copyright owners. In addition, the court held that the book scanning unreasonably prejudiced the legitimate interests of copyright owners by creating a potential danger to the market of copyrighted books. Once Google is in possession of the scanned books without authorization, copyright owners would lose control over any subsequent uses of the copies by Google and, if the security system were compromised, the copies would become the breeding bed of countless infringing uses by third parties.\textsuperscript{265} The Chinese decision appears to attach more importance than the U.S. decision to the market-formation purpose of copyright protection.\textsuperscript{266}

Notably, the clearance difficulty in the Google Books Projects does not result mainly from orphan work issues where searching costs for locating relevant copyright owners are prohibitively high. It has been estimated that merely a fourth of the whole corpus consists of potentially orphan works.\textsuperscript{267} Google, the largest search engine in the world, had no problem identifying the vast majority of the copyright owners and was actually in the process of negotiating possible licensing agreements with publishers even before the litigation commenced.\textsuperscript{268} Neither does the sheer volume of copyrighted works involved in the Google Books Project by itself justify a statutory exemption. The increase in transaction costs has been approximately proportionate to the increased volume and increased value of the overall database. It makes little sense to categorically argue that the more copyrighted works a database contains, the less reasonable it is to request a copyright license.

The key barrier to mass digitization appears to be that the incremental value of any individual work to the whole project is often lower than the

\textsuperscript{264} See id. The decision curiously omitted the first step of the three-step test, “limited to certain special cases.”
\textsuperscript{265} See id. The Second Circuit explicitly rejected the hacking scenario as speculative due to “impressive security measures” implemented by Google. Authors Guild, 804 F.3d at 228.
\textsuperscript{266} For the purposes of following sections, mass digitization refers to projects that involve both non-display and display uses. In other words, the discussions are premised on the Google Books Project envisioned in the proposed settlement rather than what Google has implemented so far. Fair use defenses are apparently less plausible for making copyrighted works available online. See 2015 Orphan Works Study, supra note 21, at 76.
\textsuperscript{267} See supra note 42 and accompanying text.
transaction cost needed to obtain a license for the work. For instance, assume that locating a copyright owner takes one dollar, a perfectly reasonable searching cost; the user would still not reach out for a license if scanning the book only added three cents to the whole project. This issue is not really different in nature from that faced every day by television/radio broadcasters who use a large number of musical compositions for their programs. If history is any indication, the best solution is not to bypass copyright transactions. Instead, we may pool various copyrighted works together through major publishers or collecting societies to facilitate the issuance of blanket licenses for mass digitization. This approach takes advantage of economies of scale to decrease transaction costs as the formations of ASCAP, BMI, and SESAC do for music rights clearance.

The ECL proposal warrants cautious evaluation as a possible solution to mass digitization for three reasons in particular. First, as discussed above, complicated institutional design would be needed to prevent the ECL from superseding the pricing powers of uninformed nonmember authors, to contain the de jure monopoly of the collecting society against both authors and users, and to create incentives for the collecting society to improve distributional efficiency instead of sitting on royalties collected for

269. Therefore, the Google Books Project actually includes four categories of works: (i) public domain works; (ii) works whose owners opt in; (iii) works whose owners are searchable but searching costs exceed their marginal values; and (iv) orphan works whose owners are not locatable with a diligent search. Apparently, if we define a diligent search by using, as a benchmark, the marginal value of the captioned book, the third and fourth categories would merge into one. See, Lang, supra note 28, at 135–36.

270. Website search engines provide a familiar example. Although a comprehensive collection of web content is likely the foundation of a search engine, any individual webpage is simply a small portion that may easily be replaced or omitted without any meaningful impact to the overall function of the search engine. Because the search engine actually assists consumers in locating a website, in a competitive market, the website author may be willing to grant a license for free and even pay the search engine to include her website in its search results. Under these circumstances, the license fee is effectively zero or negative. Any search costs, if positive, could appear excessive to the search engine. It may not be efficient to establish a collecting society with the monopolistic power to charge positive prices that create a deadweight loss and substantial administrative costs for handling copyright royalties.

271. In the limited cases where transition costs remain insurmountable and hamper digitization projects, a court may apply a limitation on liability, which however would become unavailable the moment new mechanisms emerge to diminish the transaction costs. It would serve better than a compulsory license to unlock socially valuable utilization of existing works and incentivize future innovations in lowering transaction costs. Compare Am. Geophysical Union v. Texaco, Inc., 60 F.3d 913, 917 (2d Cir. 1994) (denying fair use because of new mechanism to lower transaction costs), with Williams & Wilkins Co. v. United States, 487 F.2d 1345, 1361 (Ct. Cl. 1973) (finding fair use partially because of high transaction costs).
The institutional design and its implementation entail substantial costs. Second, the history of the music market demonstrates that competitive collecting societies offering blanket licenses are capable of giving users practically unlimited freedom to use an exhaustive repertoire of relevant works. Third, it is unclear why it is even necessary for a project like Google Books to include all of the books in the world to become a viable business. Theoretically, the holdup problem may arise where a project involves a large number of copyright owners and every permission is essential for the whole project to function. Under these circumstances, a copyright owner could strategically withhold her permission to increase her share of copyright royalties, which could potentially cause a negotiation breakdown. However, this is usually not the case for mass digitization projects.

Assume that the Google Books Project obtains blanket licenses from collecting societies but accidentally includes a book owned by a nonmember author. If the author claims copyright infringement, Google may remove the infringing work from the digital database and continue its operation with other licensed works (taking comfort in the indemnity provided by collecting societies). A single party can hardly have any veto power to block the entire project, which renders the holdup problem remote. As a matter of fact, Google has slowed down scanning books from libraries, almost to a complete halt, even though a federal court held that the existing project is exempt from copyright liability as fair use.

Apparently, the marginal benefit of scanning more books for the purposes of designing book search engines and training web search algorithms quickly diminishes after having scanned 30 million books, although Google

---

272. See supra note 245 and accompanying text. See also David R. Hansen, Kathryn Hashimoto, Gwen Hinze, Pamela Samuelson, & Jennifer M. Urban, Solving the Orphan Works Problem for the United States, 37 Colum. J. L. & Arts 1, 46 (2013).

273. For example, the U.K. Intellectual Property Office has estimated the cost of establishing the supervising authority would be £2.5 million to £10 million and the costs of operating the supervising authority would be £0.5 million to £1.8 million annually. See Intellectual Property Office, supra note 232, at 6.

274. See Music Marketplace Study, supra note 34, at 19.

275. See supra note 44 and accompanying text.

276. See supra note 110 and accompanying text.


278. See Howard, supra note 45.
announced in 2010 that there are a total of 130 million books in the world (129,864,880 to be precise).279

The ECL proposal for mass digitization is sometimes justified on the premises that an opt-out choice is available for nonmember authors, and transaction costs would be lower for some authors to opt out of a project than for a prospective user to approach all relevant authors.280 It may appear to be no more than a small inconvenience for an author to opt out of the Google Books Project by approaching the proposed Book Rights Registry, a single collective society intended to manage a single project.281 However, if the ECL system becomes widespread in numerous countries and mass digitization projects proliferate for various purposes, an author striving to exploit her exclusive rights worldwide would have to monitor multiple projects managed by multiple collecting societies around the world. If she wishes to opt out of the ECL regimes and instead manage some or all her works by herself, she must carefully comply with opt-out requirements set by different countries. These daunting tasks are exactly the kind of formalities that the drafters of the Berne Convention envisioned while determining to completely prohibit any formality as a precondition for the enjoyment and exercise of exclusive rights.282

V. CONCLUSION

Digital technologies have significantly lowered the costs involved in producing, marketing, and distributing copyrighted content. Online service providers such as Amazon, YouTube, and Spotify have the necessary economic and technological capacities to make an enormous volume of multimedia content available to the general public. However, due to relatively limited innovation in the field of rights clearance,283 these online service providers are still facing substantial transaction costs in tracking

279. See Taycher, supra note 45.
280. See 2015 Orphan Works Study, supra note 21, at 93.
281. See, e.g., Daniel Gervais, The Changing Role of Copyright Collectives, in COLLECTIVE MANAGEMENT OF COPYRIGHT AND RELATED RIGHTS 26 (Daniel Gervais ed., 2006) (“If it is a restriction at all, [ECL] is a mild one. It guarantees an orderly exploitation of the repertoire that will be licensed but offers authors the option of going back to Level 0 by sending a simple notice, perhaps even as simple as an email.”).
down copyright owners, negotiating license terms, and acquiring proper authorizations for millions of different copyright works. Policymakers around the world are working to unlock copyrighted works in the digital age. Copyright reform initiatives largely follow one of two directions: Policymakers may change copyright from an opt-in regime into an opt-out or all-in regime (e.g., ECLs and compulsory licenses) to eliminate the necessity of copyright transactions and allow downstream users to exploit copyrighted works without authorization. Alternatively, policymakers may streamline private transactions in the marketplace, create incentives for authors to provide licensing information, and eventually allow market players to innovate on efficient business models. In comparison to the market approach, compulsory licenses have a number of drawbacks, such as divesting authors of exclusive rights in copyrighted works, resulting in wasteful rent seeking and setting arbitrary prices for copyright royalties. However, the fundamental concern is that compulsory licenses would undermine the incentives for collecting societies and other market players to improve their services in order to decrease transaction costs. While the United States and the rest of the world are at a crossroads in copyright reform, the road taken (and the road not taken) by Chinese policymakers provides a valuable lesson: We cannot, in the name of lowering transaction costs, completely sidestep transactions and sidestep the market as the principal mechanism to allocate social resources for intellectual creation.