A significant gap divides the popular perception of anonymity on the Internet and the reality of large amounts of data that users actually reveal during even a casual session of web browsing. Many Internet users may not know that they cannot anonymously shop or conduct research as they might in a physical store or library. The Internet has made accessible vast amounts of information on every topic imaginable. However, the very technologies that help us navigate the Internet also make users’ web habits transparent and collectable to many individuals and businesses. Imagine, for example, that you have recently developed a health ailment and you use the Internet to visit pharmaceutical and preventative health care sites. These sites ask for information about you and your condition, which you provide. Without your knowledge, a third party records every website you visit, the information you provide to them, and the keywords you use to search them. The collection of such personal information could cause insurance companies to raise premiums if they discover that subscribers have expensive illnesses. Such surveillance could also lead to employers learning of employees’ medical conditions, real or imagined, potentially affecting the employee’s prospects for career advancement. Put simply, Internet users take the risk that their personal information could get into the wrong hands.

When Internet users have objected to profiling on the Web and to cookies and web bugs from Internet sites, courts have refused to hold that such collection of personal information violates any right to privacy, but rather promotes a legitimate business practice. Plaintiffs generally file
these claims based on the Electronic Communication Privacy Act (ECPA).\(^3\) ECPA is the only viable federal statute for electronic privacy protection, but two recent cases demonstrate that it is at best a limited tool for protecting privacy on the Internet. Drafted in an era when only 50,000 computers were connected to the Internet, ECPA defines the core elements of a violation—intentionally “intercepting” or gaining unauthorized access to “stored” communications—in a way that is too strict for the Internet age.\(^4\) To make matters worse, ECPA provides a consent-based defense for would-be violators that is so permissive as to render the statute ineffective in many situations. For example, in *In re Pharmatrak, Inc. Privacy Litigation*\(^5\) the First Circuit held that a company that tracked and compared users’ visits to pharmaceutical companies’ websites had “intercepted” personally identifiable information, but in so holding set a standard for intent that eventually led to a summary judgment for the defendants.\(^6\) In *Theofel v. Farey-Jones*,\(^7\) the Ninth Circuit reversed a district court holding that e-mail turned over by an Internet Service Provider (ISP) pursuant to an overbroad civil subpoena was a stored communication, and the overbreadth of the subpoena had vitiated the ISP’s consent.\(^8\) Although *Theofel* vindicated the plaintiffs’ privacy interest in their e-mail,\(^9\) the manner in which the court reached this result points to the lack of clarity in ECPA, and suggests that other courts could reach contrary results.\(^10\)

Part I of this Note provides a primer on the technologies at issue in *Pharmatrak*, which are also of more general significance for digital privacy. Part II describes the relevant provisions of ECPA and situates the Act in the larger framework of privacy regulation. Finally, Part III discusses how the major provisions of the Wiretap Act and ECPA were treated in *Pharmatrak* and *Theofel*, respectively.
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I. TECHNOLOGICAL BACKGROUND

The plaintiffs in Pharmatrak alleged that Pharmatrak collected personal information from them via "web bugs," "cookies," and other devices. A basic understanding of these technologies will help the reader understand why ECPA has become a common choice for privacy-related claims.

A. Cookies

Cookies are pieces of information sent when a person visits certain websites. They are often stored as small text files on the hard disk of the recipient. Cookies may contain a username and password for a particular site, the last time a person visited the site, the person’s favorite sites, and other customizable information. In summary, cookies allow the key descriptive term to be tied to web users over time, which at least enables a website to say that the same computer has returned to the site. In addition, a website can allow third parties to set and read cookies. They are often used to garner statistics about what types of pages people like to visit.

B. Web Bugs

A web bug is an image in an e-mail or on a webpage used to allow a third party to detect when the webpage or e-mail is viewed. E-mail and webpages can contain instructions that direct the user’s e-mail program or web browser to load an image—often invisible to the user—from a third party. When the user’s software loads the image from the remote server, the third party can record such information as the computer’s IP address and the time the message was read or the webpage was accessed. The server can also send a cookie along with the image. This cookie can then be used to match a computer with personally identifying information.
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II. LEGAL BACKGROUND: FEDERAL ELECTRONIC SURVEILLANCE STATUTES

An all-encompassing definition of privacy has proven elusive, but it is a concept that includes elements of freedom of speech, freedom from government intrusions upon property and communications, and control over the dissemination of one’s thoughts. This Note is concerned with one aspect of privacy: the interest in the security of personal communications. This interest has its foundation in the Fourth Amendment, which creates the “right of the people to be secure in their persons, houses, papers, and effects, against unreasonable searches and seizures” by the government. In two landmark cases, Berger v. New York and Katz v. United States, the Supreme Court held that this protection against government intrusion applied to warrantless, electronic eavesdropping.

A. Statutory Prohibition of Intercepting Communications

Congress codified the holdings in Berger and Katz, as well as protection against private eavesdropping, in the Wiretap Act. In its original form, the Wiretap Act prohibited warrantless interceptions of “wire or oral communication,” with wire communications defined as any “aural transfer made in whole or in part though the use of facilities for the transmission of communications by the aid of wire . . . between the point of origin . . .”.  

20. See Daniel J. Solove, Conceptualizing Privacy, 90 CALIF. L. REV. 1087, 1088 (2002) (summarizing attempts to define privacy and noting that “privacy is a sweeping concept, encompassing . . . freedom of thought, control over one's body, solitude in one's home, control over information about oneself, freedom from surveillance, protection of one's reputation, and protection from searches and interrogations”).  

21. See id. at 1088, 1094.  

22. See Theofel v. Farey-Jones, 341 F.3d 978, 982 (9th Cir. 2003) (noting that the “[Stored Communications] Act reflects Congress’s judgment that users have a legitimate interest in the confidentiality of communications in electronic storage at a communications facility”).  

23. U.S. CONST. amend. IV.  


In its current form, the Wiretap Act prohibits "intentionally intercept[ing], endeavor[ing] to intercept, or procur[ing] any other person to intercept or endeavor to intercept, any wire, oral, or electronic communication."28 A warrant is not required, however, if one of the parties to the communication consents to its interception. The scope of this statutory consent exception was central to the controversy in Pharmatrak.

B. Statutory Protection for Stored Communications

As computers became more common, it became increasingly apparent that the Wiretap Act's definition of "wire communications" did not extend to documents transmitted over computer networks.29 In 1986, Congress addressed this shortcoming in ECPA,30 which barred warrantless interception of "electronic communications,"31 a category that encompasses "[m]ost Internet communications."32 ECPA also established protection for the contents of electronic and wire communications in "electronic storage."33 This provision, commonly known as the Stored Communications Act (SCA), prohibits the access or disclosure of stored wire communications (e.g., voicemail) and electronic communications in the absence of a valid subpoena.34 The SCA exempts


32. CCIPS MANUAL, supra note 27, at 118.

33. The Act provides two definitions of "electronic storage": "any temporary, intermediate storage of a wire or electronic communication incidental to the electronic transmission thereof," 18 U.S.C. § 2510(17)(A), and "any storage of such communication by an electronic communication service for purposes of backup protection of such communication." Id. § 2510(17)(B).

access to stored communications that is authorized “by the person or entity providing a[n] electronic communications service.” Explicitly, the SCA forbids someone from “intentionally access[ing] without authorization a facility through which an electronic communication service is provided . . .” and thereby obtaining, altering or preventing “authorized access to a wire or electronic communication while it is in electronic storage.” Both the definition of a communication in “electronic storage” and the permissible scope of third-party authorization to access such communications were at issue in *Theofel.* As that case shows, eighteen years of technological advances raise doubts about the ability of ECPA to address the problem of privacy violations on the Internet.

III. RECENT CASES: IN RE PHARMATRAK PRIVACY LITIGATION & THEOFEL V. FAREY-JONES

As *Pharmatrak* and *Theofel* demonstrate, courts continue to struggle with federal electronic surveillance statutes. In *Pharmatrak,* the First Circuit found that an interception was made without consent, but the court articulated a standard for intent that ultimately defeated the plaintiffs’ claim under the Wiretap Act. In *Theofel,* the Ninth Circuit held that e-mail stored on an ISP’s computers is in “electronic storage,” but the “bad faith” and “gross negligence” that defendants employed to gain access to the communications leaves some doubt as to the case’s broader applicability. Nonetheless, these cases bring some clarity to these complex statutes.

A. *Pharmatrak:* Scope of Consent to Intercept Communications

*Pharmatrak* was a class action based upon alleged violations of the Wiretap Act through the use of cookies and web bugs. A number of

forms of communications and the remedies for violations of the SCA, see the discussion in CCIPS MANUAL, supra note 27, at 93-110.
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40. *Theofel,* 341 F.3d at 984.

41. *Pharmatrak II,* 329 F.3d at 12-14.
pharmaceutical companies licensed a service called "NETcompare" from Pharmatrak.\(^{42}\) One capability of NETcompare was to record which pages individual users visited at a client's site, along with how long a user spent looking at each page, the path that he or she took through the site, and the location of the page that the user had visited immediately before.\(^{43}\) The other purpose of NETcompare was to allow comparisons of how people used different companies' websites; Pharmatrak released these comparisons in monthly reports to its clients.\(^{44}\)

Pharmaceutical companies used NETcompare by adding a small amount of code to each of their webpages.\(^{45}\) This code instructed the user's computer to contact Pharmatrak's web server and retrieve from it an invisible graphic image known as a "web bug."\(^{46}\) This request allowed Pharmatrak to record the time at which the pharmaceutical client's page was viewed.\(^{47}\) It also allowed Pharmatrak to "plac[e] or access[] a 'persistent cookie' on the user's computer."\(^{48}\) Unknown to the pharmaceutical companies, and contrary to Pharmatrak's representations and its own understanding of NETcompare, the program could and did collect personal information such as names, addresses, telephone numbers, e-mail addresses, dates of birth, gender, insurance status, educational levels, occupations, medical conditions, medications, and reasons for visiting the particular website.\(^{49}\) Pharmatrak's collection of this information formed the basis for the plaintiffs' claims.\(^{50}\)
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The district court granted Pharmatrak's motion for summary judgment on the plaintiffs' Wiretap Act claim on the grounds that the pharmaceutical companies had consented to Pharmatrak's monitoring of communications between themselves and visitors to their websites. Drawing an analogy to an earlier effort to use the Wiretap Act against a company that used similar methods to build advertising profiles of individual users, the district court held that the consent exception provided a defense for Pharmatrak because "the Pharmaceutical Defendants were parties to communications with Plaintiffs and consented to the monitoring service provided by Defendant Pharmatrak." As a result, Pharmatrak was not liable to the Internet users for intercepting their personal information.

On appeal, the First Circuit held that the district court erred in its broad interpretation of the consent exception. The First Circuit found that neither the pharmaceutical companies nor the plaintiffs had given their consent to Pharmatrak's acquisition of personal information. Noting that a "party may consent to the interception of only part of a communication or to the interception of only a subset of its communication," the court found that the pharmaceutical companies did not consent to the interception of personal information; in fact, they received assurances from Pharmatrak that NETcompare did not have the capability to access that type of information.

The First Circuit also held that the Internet users did not give their consent to Pharmatrak to access their communications with the various pharmaceutical companies. Neither Pharmatrak nor the pharmaceutical companies gave notice on their websites that communications would be monitored for marketing or any other purpose. Because "[d]eficient no-
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tice will almost always defeat a claim of implied consent," the court found that the consent defense failed in this case.61

The First Circuit also addressed the interception element of a Wiretap Act violation. Although the district court had not addressed this issue, the First Circuit held that Pharmatrak "intercepted" the communications carrying Internet users' personal information.62 The court declined to provide its own definition of "interception," however, because Pharmatrak's actions satisfied even the narrowest definition of the term.63

Lastly, the First Circuit set out the definition of requisite intent for the proceedings on remand, stating that the party's conduct and the result needed to arise from a conscious objective.64 The court noted that Congress did not intend for an inadvertent interception to give rise to criminal or civil liability.65

On remand, the district court found that Pharmatrak lacked this level of intent, and dismissed the case on summary judgment.66 The district court found that the "small number of profiles" collected (232 profiles out of millions of users) pointed to an incidental and unintended interception. The court also held that programming errors by pharmaceutical companies caused the collection of personal data. Finally, Pharmatrak insisted that it did not know about the existence of personal data on its servers until after the plaintiffs filed the lawsuit, and therefore they could not have intended the result.67

**B. Theofel v. Farey-Jones: Authorization to Access Stored Communications**68

In *Theofel v. Farey-Jones*, the Ninth Circuit discussed two key features of the SCA: whether e-mail stored on an ISP's servers falls within the Act's definition of stored communications, and whether authorization to access such e-mail pursuant to an invalid subpoena is effective. Plaintiffs had appealed the district court's ruling that defendants did not violate any federal statute. The Ninth Circuit reversed the dismissal of the claims under the SCA and affirmed the dismissal of the claims under the Wiretap Act.
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The intersection of the Wiretap Act and the SCA is not defined by statute and has been problematic for the judiciary.\textsuperscript{69} Technological advancements have caused these two sections of the ECPA to gradually overlap, and Congress has not given clear borders for application.\textsuperscript{70} For example, courts have disagreed about the extent of protection e-mails receive under the ECPA.\textsuperscript{71} The Fifth Circuit in \textit{Steve Jackson Games v. United States Secret Service}\textsuperscript{72} held that unread e-mails stored on a bulletin board did not receive protection under the Wiretap Act because the definition of "electronic communication" did not include a storage component.\textsuperscript{73} Although one would assume that these same stored e-mails would then receive protection under the SCA, some courts have held that the definition of "storage" limits the protection of e-mails to intermediate storage before delivery.\textsuperscript{74} In contrast to this interpretation, the Ninth Circuit in \textit{Theofel} held that the protection also extends to an e-mail's "post-transmission storage."\textsuperscript{75}

The Ninth Circuit has also addressed the SCA authorization requirement prior to \textit{Theofel}\textsuperscript{76} in an earlier case, \textit{Konop v. Hawaiian Airlines}.

In \textit{Konop}, two unauthorized users of the plaintiff's secured website gave a
third party access to the website. The court held that the consent exception did not apply because only a "user" of the service, who is authorized to use that service, can authorize a third party to access communications. In Theofel, the Ninth Circuit further elaborated on the meaning and application of the authorization requirement.

1. Theofel

During discovery in litigation over a commercial matter, defendant lawyer ordered the plaintiff's Internet service provider, NetGate, to produce "all copies of e-mails sent or received by anyone" at plaintiff's place of employment. The subpoena had no limitations as to time or scope. Defendants read a sample of 339 messages posted to a NetGate website without notifying opposing counsel, and without consideration for messages that were personal or privileged.

2. Authorization Based Upon Mistake Is Invalid

The Ninth Circuit reversed the lower court's dismissal of the SCA claim based on the defendants' lack of authorization to access the e-mails. Because Congress did not give a definition for the term "authorize" in the SCA, the Ninth Circuit instead compared the SCA authorization requirement to the tort of trespass, in that it protects an individual's interest in privacy and property. Just as trespass protects a person's privacy and proprietary interest in a physical structure, so the Act protects someone's interest in electronic storage. In either case, a defendant is not liable if his access to the stored information was authorized.

However, § 2701(c)(1) does not protect a defendant who gains authorization "by exploiting a known mistake that relates to the essential nature of his access." The Ninth Circuit held that an assertion of permis-
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sion to access a stored communication is only valid if it would "defeat a trespass claim in analogous circumstances."\(^8\) Though NetGate gave permission for the defendant's attorney to access the e-mails upon receipt of the subpoena, its "egregiously" overbroad demands invalidated the subpoena under the Federal Rules of Civil Procedure.\(^9\) NetGate, however, did not recognize this effect.\(^9\) In addition to finding the subpoena invalid on the basis of the common law background of "consent induced by mistake,"\(^9\) the Theofel court cited the expense of challenging a subpoena and the potential of abuse of knowing use of invalid subpoenas as broader reasons to invalidate NetGate's alleged consent.\(^9\)

3. **E-mail Is Communication in "Electronic Storage"**

The Ninth Circuit also declined to affirm the dismissal on the alternative ground that the e-mails had not been in "electronic storage" and therefore fell outside the SCA.\(^9\) Under the SCA, "electronic storage" is defined as "(A) any temporary, intermediate storage of a wire or electronic communication incidental to the electronic transmission" and "(B) any storage of such communication by an electronic communication service for purposes of backup protection."\(^9\) The court, liberally interpreting the storage requirement of the SCA, held that the e-mail messages saved for backup are also considered "stored" for the purposes of the SCA, and therefore receive protection under that statute upon a finding of unauthorized access.\(^9\) Some courts have held that the first part of the definition could include e-mail messages pending delivery stored on an ISP's server, but that part (B) would not apply if the backup protection did not assist the ISP in its service and if it did not have a supplemental purpose to the electronic transmission covered in part (A).\(^9\) The Ninth Circuit disagreed with this finding and held that part (B) applied to *any* messages stored for backup protection.\(^9\)
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IV. CONCLUSION

The legislative history, case law, and the plain language of both the Wiretap Act and the SCA clash against each other and against common sense in light of current technology. The intersection of the Wiretap Act and the SCA has become a large grey area, leaving judges to grope in the dark when trying to apply the law. While courts proclaim the statute to be convoluted and "infamously unclear,"98 and while commentators clamor in academic journals and call for new law, Congress has remained fairly dormant on this issue. As long as the ECPA remains outdated and unevenly applied,99 and Congress does not provide new protections for electronic communications, online privacy protection will remain in the dark ages.
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