This Article explores the rise of “machines” in criminal adjudication. Human witnesses now often give way to gadgets and interpretive software, juries’ complex judgments about moral blameworthiness give way to mechanical proxies for criminality, and judges’ complex judgments give way to sentencing guidelines and actuarial instruments. Although mechanization holds much promise for enhancing objectivity and accuracy in criminal justice, that promise remains unrealized because of the uneven, unsystematic manner in which mechanized justice has been developed and deployed. The current landscape of mechanized proof, liability, and punishment suffers from predictable but underscrutinized automation pathologies: hidden subjectivities and errors in “black box” processes; distorted decision making through oversimplified—and often dramatically inaccurate—proxies for blameworthiness; the compromise of values protected by human safety valves, such as dignity, equity, and mercy; and even too little mechanization where machines might be a powerful debiasing tool but where little political incentive exists for their development or deployment. For example, the state promotes the objectivity of interpretive DNA software that typically renders match statistics more inculpatory, but lionizes the subjective human judgment of its fingerprint and toolmark analysts, whose grandiose claims of identity might be diluted by such software. Likewise, the state attacks the polygraph as an unreliable lie detector at trial, where results are typically offered only by defendants, but routinely wields them in probation revocation hearings, capitalizing in that context on their cultural status as “truth machines.” The Article ultimately proposes a systems approach—“trial by cyborg”—that safeguards against automation pathologies while...
interrogating conspicuous absences in mechanization through “equitable surveillance” and other means.
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INTRODUCTION

Referring to the “Drunk-O-Meter,” a then-recently invented gadget for proving a driver’s alcohol impairment, one legal scholar wrote in 1953 that “[t]he age-old dream of man has been the achievement of a sort of ‘slot-machine proof’ whereby a situation is fed into a device and out rolls the correct adjudication.” In 2016, that dream has yet to be achieved, but certainly not for lack of trying. American courts and law enforcement pride themselves on embracing a number of crime-detecting gadgets touted as “truth machines”—from daguerreotype imaging to the Drunk-O-Meter to DNA. Every state has now shifted to a regime of “mechanical liability” in drunk driving cases in an effort to restrain irrational human juries ignorant of “laboratory evidence” proving the risk of even low blood alcohol concentration (BAC). And American lawmakers have pursued mandatory minimum sentences, sentencing guidelines, and evidence based sentencing (EBS) to rein in human discretion and promote uniformity and truth in punishment. Still, there appears to be wide agreement that human judges and juries have a role to play in softening mechanization’s bluntness; that is, in acting as “circuitbreaker[s] in the State’s machinery of justice.” Calls for robot judges and juries are typically met with derision, on grounds that machines are incapable of the individualized human judgment necessary to fully assess blameworthiness through a combination of complex fact-finding, equitable discretion, and mercy. Indeed, the polygraph is nearly universally excluded from criminal trials, often on grounds that it raises the “specter of trial by machine.” Given the laudable goals underlying the rise of mechanized criminal adjudication and the apparent restraint by lawmakers and courts in safeguarding the complexity and “softer” values protected by

---

5. By “softer” values, I mean those values—such as dignity, equity, mercy, and systemic legitimacy—that are deeply embedded in rhetoric that justifies the structure of our system, but the benefits of which are not easily quantified or otherwise measured. See, e.g., Richard A. Bierschbach, Proportionality and Parole, 160 U. Pa. L. Rev. 1745, 1785 (2012) (contrasting “standard” measurable penal goals, such as deterrence, with “softer values,” like “self-recognition of human worth and potential” (citation omitted)).
human intervention, it would seem that our system's approach to mechanization is balanced and working well.

Yet, as this Article argues, the rise of "mechanized" criminal adjudication has actually occurred in a highly problematic manner. The deployment of mechanized forms of proof and decision making in criminal justice has typically been dictated by law enforcement or interest groups focused on a certain type of objectivity and accuracy; that is, the reduction of "false negatives." In the criminal context, false negatives are inaccuracies in the form of undetected crime, wrongful acquittals, or overly lenient sentences. An attempt to reduce these inaccuracies by harnessing the promise of mechanization is no doubt a laudable goal. But what has emerged is an approach to mechanization that often seems haphazard, or even counterproductive, rather than systematically focused on combatting inaccuracy and bias. As the discussion below bears out, sometimes the very scope of what is "mechanical"—or whether "mechanical" should be considered an honorific or an epithet—seems dependent not on the inherent characteristics of a process, but rather on whether the "mechanical" label enhances the process's claim to public legitimacy. In particular, with the notable exception of the breath-alcohol-machine context, lawmakers and law enforcement sometimes appear blind (or even hostile) to ways in which mechanization might be harnessed to reduce false positives as well. Indeed, law enforcement actors seem to romanticize the importance of subjective human judgment precisely, and primarily, when such discretion reduces false negatives rather than false positives. Meanwhile, predictable automation pathologies in mechanical forms of proof or discretionless rule-based regimes of punishment and liability appear to be most tolerated where they reduce false negatives. Such pathologies ultimately threaten the very goals—accuracy and objectivity—underlying mechanization's rise.

The fact that the development and deployment of mechanization in criminal justice has been uneven and contingent on social and political forces should not be surprising. Rather, it conforms to a central axiom of Science and Technology Studies (STS) scholars that the development and conception of new technologies is "highly contested, contingent on particular localized circumstances, and freighted with buried presumptions about the social world in which they are deployed." Nor should it be surprising that law enforcement institutions view mechanization primarily through the lens of reducing false negatives, of deciphering and controlling the criminal. Nonetheless, legal scholars have not yet

7. See infra Section I.C; see generally MICHEL FOUCAULT, “SOCIETY MUST BE DEFENDED”; LECTURES AT THE COLLÈGE DE FRANCE, 1975–76, at 239, 242–43, 259 (Arnold I. Davidson ed., David Macey trans., Picador 1st ed. 2003) (1997) (discussing the use of devices and surveillance as a tool of “biopower” to “discipline” individual bodies and “regulate” populations); Herbert L. Packer, Two Models of the Criminal Process, 113 U. PA. L. REV. 1, 9 (1964) (describing idealized “Due Process” and “Crime Control” models of criminal process and suggesting that, under the latter, “repression of criminal conduct is by far the most important function to be performed by the criminal process”\).
scrutinized the uneven and contingent development of mechanized criminal justice—and the consequences of the resulting imbalance—in a comprehensive way.

Part I of this Article documents the rise of mechanized criminal adjudication and makes the case that this rise has often been unbalanced, reflecting the primary focus of those controlling or wielding mechanization on reducing false negatives. In instances where a gadget-like form of proof increases crime detection, a determinable proxy for criminality increases convictions, or an actuarial instrument increases the length of detentions, law enforcement has typically celebrated its “mechanical” virtues. On the other hand, those forms of mechanization that would mostly reduce false positives, rather than negatives, are often conspicuously avoided or shunned for being overly “mechanical.”

Take, for example, the polygraph. It does not detect lies; rather, the polygraph is a machine that measures certain physical phenomena such as skin conductance, heart rate, and systolic blood pressure, which are then interpreted by a human analyst as indicators of deception (or not). Indeed, deception experts at the time of the modern polygraph’s development bristled when the press referred to deception tests as “lie detector[s].” Yet by the time the “Keeler Polygraph”—a sellable, standardized instrument—was unveiled, it became, in the eyes of the public, a “truth machine.” Today, the state still routinely touts the polygraph as a reliable, mechanical lie detector against defendants in postconviction parole or probation revocation proceedings (not to mention in sensitive national security matters). Yet prosecutors have often fought to exclude polygraph evidence as unreliable in criminal trials, where it is nearly always offered by a defendant as proof of innocence, rather than by the prosecution as proof of guilt.

A similar pattern emerges with other forms of mechanization. Prosecutors and government contractors promote the enhanced objectivity and accuracy of probabilistic software for interpreting DNA mixtures in contested admissibility hearings. A number of such software programs already exist and some local law enforcement offices have even created their own. But no urgency exists to develop such software for fingerprints, toolmarks, or similar forensic disciplines where experts are typically permitted to testify that, based on their “judgment and experience,” the defendant is, with certainty, the source of the evidence.

In the sentencing context, mandatory minimums and sentencing guidelines—which have actually increased racial disparities in sentencing and dramatically

9. Id. at 80.
11. I consider and refute alternative theories to explain this discrepancy in Part I.A, infra.
13. See infra Section I.D.
increased sentence lengths—have been applauded by law enforcement as an objective and rational means of reining in judicial discretion. However, recent “smart” bail reform algorithms that have dramatically reduced pretrial detention rates in some parts of the country have been met with concerns from prosecutors—not just because of cost, but rather because these methods are seen as simplistic and overly mechanical in the characteristics they take into account.

In turn, Part II argues that there is a serious cost to this imbalanced, results-oriented approach to mechanized criminal adjudication in three respects. First, it has allowed mechanization to develop in ways that mask hidden subjectivities and error. If a machine’s deployment tends to reduce false negatives, the state has an incentive to construct it in the most compelling way possible. Labeling a deception test a “lie detector,” for example, appeals to Americans’ instrument fetishism. At the same time, where revealing a machine’s inner-workings risks instilling a “mistrust of its scientific complexity,” its creators might have a reason to “hide the wires” under layers of steel and proprietary code. Within those processes are not only random machine errors and mistranslations of code, but the hidden assumptions of the programmers and policymakers themselves about which scientific theories are valid, what data should be considered, and what level of error is acceptable. Some processes that appear “mechanical” are actually the product of subjective human judgment—the “man behind the curtain.” For example, the polygraph and sentencing guidelines offer the veneer of uniformity in a sentencing system driven largely by prosecutors’ discretionary decision making. Moreover, many mechanical proxies for criminality, such as recent attempts to enact per se DUI marijuana laws, are either grossly oversimplified or wholly lacking a legitimate scientific basis. But where such proxies dramatically increase the likelihood of successful prosecution, and where lawmakers understandably view successful prosecution as key to addressing a pressing social problem or to responding to pressure from law enforcement, lawmakers often have little incentive to scrutinize the proxy. On the other hand, the DUI alcohol context offers a promising, if imperfect, template for a rational regime of mechanical proof and liability—perhaps not coincidentally because of the role of public health officials, outside the law enforcement community, in helping to create that regime.

Of course, any successful quest to reduce false negatives is not without substantial public benefit. An enhanced ability to identify, prosecute, and punish the guilty can be justified on all the utilitarian and retributive grounds traditionally invoked to legitimize punishment. And it is true that mechanization has also reduced false positives; the “innocence movement,” for example, could not

14. See infra Section II.C.
15. See Shaila Dewan, Judges Replacing Conjecture with Formula for Bail, N.Y. TIMES, June 26, 2015, at A18 (discussing an algorithm that intends to help judges set bail at an appropriate amount based on the likelihood of recidivism and risk of flight).
exist without the state’s embrace of forensic DNA typing. Yet, the state often tries to block defendants’ attempts to use DNA methods as a tool of exoneration.17 In the current landscape, the reduction in false positives from mechanization too often seems fortuitous rather than systematic.

The second reason this results-oriented deployment of mechanization is problematic is that it has compromised other important systemic values. A recent National Research Council report on mass incarceration identified the protection of citizens’ “human dignity” as a core principle of a just penal system.18 A good candidate for a dignity-threatening device is the state’s use of the “penile plethysmograph,” a machine that measures a subject’s erection to detect pathological sexual desires.19 Our system also purports to take seriously the need for “equity”—the extralegal consideration of case-specific information—as a way of “correcting” or “completing” justice, as well as the need for “mercy,” or leniency granted simply out of grace, rather than as an appeal to justice.20 The more overinclusive a rule of liability or punishment, the more important equitable discretion—as a safety valve—becomes.21 Safety valves in the form of judicial discretion and jury nullification are all compromised (or at least pressured) by the authoritative nature of mechanical proof: proxy crimes, “streamlining” laws that eliminate jury trials, automatic enforcement systems, mandatory prosecution policies, and sentencing guidelines. Of course, how courts or policymakers decide which practices violate such values varies widely over time and space. But where mechanization is pursued primarily as a means of reducing inaccuracy in the form of overleniency, we would expect such values to be compromised in an underscrutinized way.

The third and final reason this contingent approach to mechanization is problematic is that it often results in too little mechanization in areas where mechanization might be a powerful debiasing tool in the direction of reducing false positives—wrongful convictions and overpunishment. Our justice system has been slow, for example, to focus our zeal for surveillance on law enforcement or on certain economically or politically empowered populations and has been slow to harness expert systems in situations where the unaided discretion of witnesses, juries, or judges already tends to favor the state.

17. See infra Section I.D.
19. See infra Section II.B.1.
21. See generally Frederick Schauer, Playing by the Rules: A Philosophical Examination of Rule-Based Decision-Making in Law and in Life, at xv (1991) (arguing that prescriptive rules are often “probabilistic generalizations that . . . when followed produce in particular instances decisions that are suboptimal or even plainly erroneous”).
Although a grand, unified theory of mechanical justice is beyond the scope of this Article, Part III does offer a set of “biotechnic” principles to guide a machine-era system of criminal adjudication. It begins by explaining the need to move past the existing “MABA-MABA” (men-are-better-at/machines-are-better-at) thinking toward a “systems approach” similar to that used in medical diagnoses and space travel. I then flesh out this “trial by cyborg” approach by suggesting how to ensure front-end regulatory and adversarial safeguards to open “black box” processes to scrutiny; systematically consider the effect of new mechanical processes on softer values; and systematically “interrogate automation’s absence” by ensuring rational and equitable deployment of mechanization.

The Article concludes with some final thoughts on artificial intelligence and the future of criminal adjudication. It may be that the rise of mechanization portends a cataclysmic shift, akin to the shift from the “accused speaks” trial to the lawyer-driven trial that John Langbein has theorized. Even if it does not fundamentally change the structure of our criminal justice system, however, mechanization is happening and is placing significant pressure on many of the values that lie at the heart of that system. Whatever the future holds, this Article aims to put “into scholarly circulation” both a vocabulary and a set of questions to help frame further discourse on mechanized justice.

I. THE UNEVEN, CONTINGENT RISE OF MECHANIZED CRIMINAL ADJUDICATION

This Part documents the rise of mechanized criminal adjudication, arguing that its rise has been uneven and unsystematic, largely contingent on the desiderata of institutions and actors that create and deploy the mechanization. Specifically, I argue that although the motivation of law enforcement, lawmakers, and interest groups who promote “truth machines,” mechanical proxies, and mechanical sentencing-regimes is often a desire for objectivity and accuracy, it is typically a desire for a particular type of accuracy: the reduction of false negatives. False negatives, in this context, would be crimes that go undetected, guilty defendants who go free, or convicted offenders who are underpunished. As support for this claim, I offer examples of gadgetry, software, and mechanical proxies that were developed or adopted by law enforcement in large part because of a perceived need to reduce such false negatives. I then offer

---


examples of uneven treatment of certain mechanical forms of proof, liability, or punishment, suggesting a tendency of law enforcement to shun mechanization when it reduces false positives rather than negatives, while romanticizing human judgment when it tends to reduce false negatives.

Although this brief discussion does not purport to be a sociolegal history of mechanized devices in criminal justice, it does occasionally draw upon the work of Science and Technology Studies (STS) scholars to suggest that the uneven development of mechanized criminal adjudication should not be surprising. Institutional dynamics and disciplinary perspectives play a critical role in determining what is or is not labeled as virtuous, authoritative, “legitimate expertise,” or “good science.” One would expect, then, that in the criminal justice system, the answers to the questions of what is, and is not, a “machine,” as well as which machines are legitimate sources of epistemic authority, will depend on who seeks to gain from the type of proof, liability, or punishment regime at issue.

A. TESTIMONY BY MACHINE

Over the past 150 years, “the importance of the human senses” has given way to the “silent testimony of instruments.” The modern criminal trial still has its share of human witnesses, of course, but the rise of “scientific gadgets in the law of evidence” and interpretive forensic and diagnostic software has reduced the role of both percipient and human witnesses in proving guilt. Although “[l]ive witness testimony may have been the best possible means of proving guilt in the eighteenth century,” prosecutors now choose to rely on “mechanical” forms of proof, often labeled “truth machines” by their supporters.

These emerging forms of proof have dramatically increased the accuracy, objectivity, precision, and capacity for knowledge in historical fact-finding. As a result of these technologies, we now have a better grasp of whether a person ran a red light, an automobile accident was the result of alcohol intoxication, or the semen in a rape kit belongs to the defendant than we did at a time when the jury’s fact-finding was often based on subjective eyewitness accounts and

---

27. See Jasanoff, supra note 6, at xiii.
28. Eric Biber, Which Science? Whose Science? How Scientific Disciplines Can Shape Environmental Law, 79 U. CHI. L. REV. 471, 547 (2012); see also id. at 501–12 (citing to the work of STS scholars in exploring how disciplinary perspectives and normative assumptions can affect how scientific claims are made and assessed in the climate debate and other environmental contexts).
30. See Scientific Gadgets in the Law of Evidence, 53 Harv. L. Rev. 282 (1939) (discussing courts’ response to the rise of blood tests, breath-alcohol tests, photographs, and polygraphs, in suggesting that the law should be less enthusiastic to adopt emerging scientific technologies that have yet to be validated).
potentially questionable confessions. As this section shows, however, many “truth machines” were developed or adopted by law enforcement specifically as a means of reducing false negatives. But when development or adoption of a “truth machine” might offer a powerful means of safeguarding against false positives instead—what Donna Haraway might refer to as “illegitimate offspring . . . unfaithful to their [state-centered] origins”33—the state often resists or is disinterested.

1. The Polygraph

The state’s use of devices to detect, measure, or otherwise exert control over a suspect’s body is a well-studied phenomenon. During the seventeenth and eighteenth centuries, Michel Foucault spoke of a power shift from state control over life and death to “[s]tate control of the biological,”34 which entailed the “emergence of techniques of power” and “devices” that “centered on the . . . individual body” and “could be used to take control over bodies.”35 And as penal policy in the United States and Britain moved away from morality toward a focus on the natural causes of criminality, the “opportunities for governance—the targeting of the criminal’s body and mind by mechanisms of regulation and control”—only increased, rather than decreased.36 The era that followed saw the invention of the “Phreno-physiometer,” an instrument that purported to predict criminality—in a clearly racialized and soon thoroughly debunked way—by measuring angles between the ear and eyebrow.37 As support eventually waned for the idea that the “stigmata of criminality” might be physically apparent, or that criminality was necessarily a sign of abnormality rather than immoral acts of normal people, criminologists and psychologists began to question whether emotions related to deception might be measurable.38

Against this backdrop, it should not be surprising that the modern “polygraph” as a lie detector has a provenance entwined with the interests of law enforcement. One of the polygraph’s precursors was a crude instrument created by psychologist William Moulton Marston (the creator of Wonder Woman) to measure anxiety through systolic blood pressure.39 But it was John Larson, a Berkeley, California police detective in the 1920s, who first published papers on

---

34. Foucault, supra note 7, at 240.
35. Id. at 242 (noting that these “techniques of power” over the body “included all devices that were used to ensure the spatial distribution of individual bodies,” meaning their “separation, their alignment, their serialization, and their surveillance”).
36. Bunn, supra note 10, at 11 (citation omitted).
37. See id. at 13–14.
38. See id. at 4, 64–65. Bunn also suggests this quest should be understood in the context of attempts by criminologists in the past to decipher and tame the “female sensation,” notably the belief that women were insensitive to pain. See id. at 65.
39. See Adam B. Shniderman, You Can’t Handle the Truth: Lies, Damn Lies, and the Exclusion of Polygraph Evidence, 22 ALB. L.J. SCI. & TECH. 433, 435–37 (2012); see generally Jill Lepore, On
how an anxiety-detecting machine “could be applied to real-life crimes.”\(^{40}\) And it was Larson’s assistant (and future rival), Leonarde Keeler, who patented and marketed the polygraph as a machine that police could use to interrogate suspects and secure convictions by calling a polygraph examiner as a witness at trial.\(^{41}\) From its humble beginnings as a measure of physical phenomena, the polygraph “came to be constructed as a technology of truth.”\(^{42}\)

To be sure, the Berkeley police officers who helped develop the modern polygraph “hoped that the lie detector would enable them to administer justice with machinelike fairness.”\(^{43}\) The goal was to accurately determine whether the subject was lying. But the strength of the desire for the machine stemmed from a belief that suspects were lying and thus could be revealed as such by this newfangled mechanical means, not from a hunch that suspects were falsely accused and could be exonerated by the device. In short, the desire was motivated by a concern over a particular kind of inaccuracy seen as urgently needing a mechanical solution: guilty suspects being set free.

The government’s problem in using polygraph results as evidence of guilt at trial was that, if an examination was coerced, the results would be inadmissible in court, at least under constitutional case law as it stood in the mid-1930s.\(^{44}\) But the polygraph’s power reached beyond the courtroom: police could legally use the threat of a polygraph, or even lie about polygraph results, to secure confessions for use in court.\(^{45}\) Thus, the inability to rely on polygraph results at trial proved only a minor hurdle in wielding the lie detector as a guilt-detecting device.

Defendants, however, had no such constitutional restrictions on offering polygraph results as evidence of innocence. In decisions regarding the polygraph’s admissibility, criminal defendants have moved to admit results as evidence of truthfulness beginning with the seminal 1923 case, *Frye v. United States*, in which Marston himself had examined the petitioner.\(^{46}\) But in *Frye*, and numerous future cases, prosecutors successfully fought to keep polygraphs out of trials on the belief that the results were both unreliable and that they

---

\(^{40}\) ALDER, supra note 8, at 81.

\(^{41}\) *Id.* at 126–27, 130.

\(^{42}\) BUNN, supra note 10, at 5; see also Shniderman, supra note 39, at 437 (documenting Keeler’s role in the development of the polygraph).

\(^{43}\) ALDER, supra note 8, at 106.

\(^{44}\) See, e.g., Brown v. Mississippi, 297 U.S. 278, 285 (1936) (holding that the Fourteenth Amendment’s due process prohibition on admission of an involuntary confession is applicable in state court prosecutions).

\(^{45}\) See, e.g., United States v. Blake, 571 F.3d 331, 346–47 (4th Cir. 2009).

\(^{46}\) 293 F. 1013 (D.C. Cir. 1923). The so-called “Frye test” became the standard for admission of novel scientific evidence in many state courts, and nearly all federal courts, until the Supreme Court’s decision in *Daubert v. Merrell Dow Pharmaceuticals*, 509 U.S. 579 (1993).
usurped the jury’s credibility-determining role, a pattern similar to that which has emerged with neuroimaging-based lie detection. Even as the lie detector became “America’s mechanical conscience,” then, the polygraph became an “evidentiary pariah” in American trials.

Despite the state’s objections to admission of lie-detector evidence at trial, the polygraph was used extensively by the state as evidence of guilt in postconviction proceedings. Probation and parole departments routinely require convicted offenders to undergo polygraph examinations as a condition of treatment, particularly in sex offenses, and routinely offer polygraph-examiner testimony as evidence of an offender’s deception in parole or probation revocation hearings. The Department of Defense also heavily relies on polygraphs for background checks and other sensitive matters related to national security. Indeed, an expert who unapologetically trained people to “beat” the polygraph, Doug Williams, recently pled guilty to federal obstruction of justice charges.

This apparent inconsistency in law enforcement’s treatment of the polygraph could be explained by a belief that the high burden of proof in a criminal trial merits a higher level of scrutiny for the device. Yet the potential jail time at

47. See, e.g., United States v. Scheffer, 523 U.S. 303, 307 (1998) (holding per se exclusion of polygraph evidence does not violate a defendant’s Sixth Amendment right to present a defense); United States v. Alexander, 526 F.2d 161, 170 (8th Cir. 1975) (holding that the trial court did not err in refusing to admit polygraph results to evidence because polygraph did not “presently command general scientific acceptance and ha[dl] not been shown to be sufficiently reliable”); Brief for the United States at 26–28, Scheffer, 523 U.S. 303 (No. 96-1133), 1997 WL 367053 (arguing that the polygraph undermines the functions performed by the judge and jury); see also Shniderman, supra note 39, at 469–70 (speculating that the polygraph’s unfavored status might be related to “judges’ efforts to aid the prosecution,” given that polygraph results are generally offered by defendants).


49. ALDER, supra note 8, at xiv.

50. Witherspoon v. Superior Court, 183 Cal. Rptr. 615, 621 (Ct. App. 1982).


52. See Scheffer, 523 U.S. at 318 (Kennedy, J., concurring).

stake in probation or parole revocation hearings is often higher than in many trials. Moreover, if the government truly believed, as it persuaded the Supreme Court in 1998 in *United States v. Scheffer*, that the polygraph’s accuracy rate is “little better than [what] could be obtained by the toss of a coin,” one would hope they would not use it at all, much less in high-stakes circumstances.

The inconsistency might also be explained by a desire on the part of prosecutors to safeguard the jury’s own role as lie-detector. But judges and parole boards in postconviction proceedings also bring complex human judgment, for whatever it is worth, to credibility determinations. Moreover, the government sometimes stipulates to admission of polygraph results, allowing the jury to be aided by the machine in such cases. The argument that the polygraph would unduly intrude upon the jury’s credibility-determining role also seems a somewhat curious one for the government to make with gusto, given how incompetent the jury is at credibility determinations. Indeed, the jury is only the system’s “lie detector” because, after it became clear that swearing an oath was not a reliable guarantor of truthful testimony, the system had little choice but to seek refuge in the conveniently inscrutable “black box” of jury deliberations to maintain the legitimacy of verdicts. In any event, as discussed in section II.C., courts’ recurring concern that the polygraph is a “trial by machine,” although understandable, is one that should be revisited.

2. Photographic and Filmic Evidence

When the daguerreotype—the precursor to the photograph—was invented in 1839, the American public’s reaction was largely to celebrate the new technology as a “machinery of truth,” noting the potential to solve crimes. A newspaper article from that year wondered, “[w]hat will become of the poor thieves, when they shall see handed in as evidence against them their own portraits, taken by the room in which they stole, and in the very act of stealing?”

Shortly thereafter, law enforcement in several countries began to use the photograph in earnest. Although biometrics—the use of body measurements to study criminality and identify individuals—predated the photograph, the availability of the new photographic medium allowed an unprecedented level of scrutiny and surveillance, both of criminals and of those populations deemed potentially criminal. Using Michel Foucault’s phrasing, just as technologies that
measure the body are a means of state control via the power to discipline, surveillance techniques—including biometrics—allow the state to “regularize” a “multiplicity of men” through the “technology of biopower.” It should not be surprising, then, that beginning in the nineteenth century police departments had collected “Rogues’ galleries”—photographs of known criminals—not only to keep track of offenders and potentially identify them as culprits of new crimes, but also as the basis for anthropomorphic studies that sought to identify visible manifestations of criminality. Alphonse Bertillon, the father of forensic biometric identification, was a police photographer who popularized both the “mugshot” and the photographing of crime scenes.

Today, photographic and filmic evidence is a major tool of surveillance and crime detection in the United States. Cameras in cities are ubiquitous, used to capture and prosecute even low-level offenses. Red light camera footage is used in crime detection, creating camera footage that is searchable by certain objects, faces, or license plates. The “Avista Smart Sensor,” for example, uses “machine learning” to analyze surveillance footage based on thousands of variables and to report to police when it believes a crime is occurring. And, of course, this increased capacity for detecting and solving crimes through surveillance and photographic documentation has, in many ways, been a boon to the accuracy and objectivity of fact-finding. But again, the state’s desire to increase accuracy and objectivity through use of photography, although laudable, has been primarily focused on reducing false negatives, not on reducing false positives or highlighting the misdeeds of law enforcement itself. Thus, “hot spot” surveillance and red light cameras tend to focus on high crime areas so as to maximize the likelihood of detecting crime. And although “hot spot” camera footage in high-crime areas has sometimes exonerated rather than inculpated a defendant, episodes of exoneration are a byproduct, not a goal, of state surveillance. Moreover, camera footage from both dashboard and body

61. Foucault, supra note 7, at 242, 247.  
62. See, e.g., Cole, supra note 60, at 20–22.  
64. See, e.g., Steve Henn, In More Cities, a Camera on Every Corner, Park and Sidewalk, NPR (June 20, 2013, 7:07 AM), http://www.npr.org/sections/alltechconsidered/2013/06/20/191603369/The-Business-Of-Surveillance-Cameras  
65. See, e.g., Memorandum from Oakland Police Dep’t to Office of the City Adm’r on Red Light Camera Enforcement Sys., City of Oakland Agenda Report, at 1 (Nov. 10, 2009) (on file with author) [hereinafter OPD Memorandum].  
66. “Machine learning” refers to “computer algorithms that have the ability to ‘learn’ or improve on performance over time on some task.” Harry Surden, Machine Learning and Law, 89 Wash. L. Rev. 87, 88 (2014).  
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cameras can exonerate and incriminate defendants (and can implicate state actors in misconduct); however, it has largely been through the persistent advocacy of crime victims and defendants that police departments have begun to implement body and dashboard cameras. Likewise, it has taken protracted litigation by defendant advocacy groups to require police departments to videotape interrogations of suspects; for example, the FBI “resisted recording confessions or interviews” until 2014.

My claim here is neither that the focus on high-crime areas is irrational if one’s goal is to detect crimes through public surveillance, nor that the videotaping of all FBI suspect interviews is necessarily good policy. Rather, my claim is only that photographic and filmic evidence, as a form of mechanical (or, at least, apparently mechanical) proof, has been deployed by law enforcement primarily out of a desire to reduce a particular type of inaccuracy: false negatives.

3. Impairment Machines

American law enforcement’s quest for a machine that measures motorists’ alcohol intoxication from their breath was, as with so many other gadgets, motivated by a concern about false negatives—about drunk drivers going undetected and unpunished. Before the 1940s, it was difficult for police to secure convictions in drunk-driving cases based solely on an officer’s subjective testimony about the driver’s impaired condition. Before breath testing, police had tried to create a mechanical test for impairment in the form of field sobriety tests, such as reciting the alphabet backwards and standing on one leg. But these tests had a high false negative rate, with some drunken motorists passing with flying colors. And although chemists had developed blood tests for alcohol intoxication, they were of limited use for law enforcement because they required the aid of a doctor. It would be those within the law enforcement sphere—coroners’ chemists, police consultants, and police officers moonlighting as inventors—who would develop and colorfully name the first breath-testing machines, from the “Drunk-O-Meter” in 1938 to the “Breathalyzer” in

69. Although many police unions now endorse the use of cameras as a means of protecting police from false claims of abuse, the state itself did not initiate such efforts in the way they have initiated wide-scale public surveillance campaigns. After mobile video recorders became affordable in the 1980s, the organization “Mothers Against Drunk Driving” began buying dashboard cameras for police patrol cars, so as to make DUI prosecutions easier. See Lilian Draisin, Univ. Cent. Fla., Pub. Admin. Dep’t, Police Technology: An Analysis of In-Car Cameras and Body Worn Cameras 6 (2011); Int’l Ass’n of Chiefs of Police (IACP), The Impact of Video Evidence on Modern Policing: Research and Best Practices from the IACP Study on In-Car Cameras 5 (William Albright et al. eds., 2004).
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From the moment of their debut, these devices were hailed as “truth machines.” In 1955, the magazine Popular Science excitedly observed that “[t]he hunches and walk-a-straight-line methods of old-time police work are being replaced by scientific devices to tell the cops just how drunk a driver is by analyzing a whiff of his breath.” Since then, breath machines have surely saved thousands of lives precisely because they detect low but still dangerous blood-alcohol concentrations (BACs).

Breath-alcohol machines can also potentially exonerate a motorist accused of driving while intoxicated if the breath test shows a low or zero BAC, and some states give defendants charged with public intoxication a right to have a “chemical test” within two hours of being arrested. Of course, police might still elect to arrest, and prosecutors elect to charge, a suspect who has a low BAC under a traditional (or non-per se) driving-under-the-influence (DUI) or public intoxication law. No state has created a legal presumption of nonimpairment at low BACs, although public health officials in the 1930s suggested that states adopt one. There may be perfectly rational reasons to prosecute someone for DUI with a low BAC, such as a delay in testing or a reason to believe the driver has little experience driving with any alcohol in his blood. But such individualized, nonmechanical determinations of impairment work only in one direction: toward prosecution. Meanwhile, for decades, requests from victims’ groups and defendants for police dashboard and body cameras to corroborate testing results in DUI cases have gone unfulfilled, until more recently.

The episodic concessions by the state to the scientific authority of breath impairment machines even for exoneration are striking relative to the story of the polygraph. As discussed in more detail below, breath test machines have also undergone significant (though not necessarily sufficient) scrutiny in terms of their reliability, through both litigation and statutory and regulatory safeguards governing testing conditions. One potential explanation for the high level of scrutiny on breath-test machines might be the relative social privilege of DUI defendants compared to those accused of other crimes; more specifically, that alcohol tends to be the drug of choice for middle- and upper-class American whites and that DUI defendants may be more relatable than the
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typical criminal defendant.\textsuperscript{80} In any event, I will later argue that the DUI story in certain limited respects is a decent template for using science in a transparent, reliable way to improve accuracy in both fact-finding and liability.

4. Forensic DNA Typing

Forensic DNA typing is, as former Attorney General John Ashcroft put it in 2002, the “truth machine of law enforcement, ensuring justice by identifying the guilty and exonerating the innocent.”\textsuperscript{81} And make no mistake: DNA has a relatively impressive scientific foundation compared to forensic disciplines like toolmark and fingerprint analysis that were developed mostly within the law enforcement context.\textsuperscript{82} It has unprecedented power to solve crimes\textsuperscript{83} and protect the innocent.\textsuperscript{84} The rhetoric of certainty surrounding DNA has led to “broad public opinion accept[ing] DNA findings as definitive.”\textsuperscript{85}

DNA has been aggressively harnessed and endorsed by the state as an accurate and reliable means of detecting and successfully prosecuting crimes, as well as placing large swaths of the population under permanent genetic surveillance. But it has not been so aggressively harnessed or endorsed by the state as a means of exonerating the innocent. For example, when defendants test biological material that the state chose not to test and ask that the FBI (which operates CODIS, the national offender database) run a resulting DNA profile through CODIS to see if an alternative suspect matches, the FBI often refuses, absent a court order.\textsuperscript{86} The FBI has also refused many independent researchers requesting anonymized access to CODIS to test the accuracy of the database’s reported match statistics, which have been criticized for erroneously interpreting the frequency of various genetic markers.\textsuperscript{87} Many prosecutors also resisted “Innocence Protection Acts,” which allow defendants in most states to insist
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upon preservation or testing of biological material.\textsuperscript{88} And in several cases involving questionable confessions or eyewitness identifications and where definitive DNA evidence has been offered to exclude the defendant as the possible perpetrator, prosecutors tend to resist exonerations, relying instead on strained theories of coincidence to explain away the DNA.\textsuperscript{89} The best evidence that DNA’s supposed infallibility is a subtly constructed truth\textsuperscript{90} is how much more willing the state is to reject DNA’s authority when it does not fit a narrative of guilt.

Most recently, the state has pursued a new tool to reduce false negatives in DNA analysis: probabilistic DNA mixture interpretation software. Because of advances in DNA typing methods, small amounts of DNA or partially degraded DNA from a crime scene can be detected, amplified, and tested. The downside to this new capability is that DNA mixtures have become more difficult to interpret. For example, the fact that a particular DNA marker or “allele”\textsuperscript{91} is present in a defendant’s DNA but absent in a DNA mixture found on a knife at the crime scene might mean that the defendant is not a contributor to the mixture. Or, it might mean that the defendant is a minor contributor, but that his DNA is in such a low quantity or has become so degraded that one or more of his alleles have “dropped out.”\textsuperscript{92} Such judgment calls are critically important, as they can mean the difference between reporting a match or no match between two samples.

Until recently, human analysts made these interpretive calls and used a relatively simple formula to determine the probability that a random person would have a DNA profile consistent with the alleles seen in the mixture. But the coup de grâce finally arrived in the form of the TrueAllele\textsuperscript{TM} software, a “computer that interprets DNA evidence.”\textsuperscript{93} TrueAllele purports to remove human interpretation entirely from complex mixtures by incorporating the possibility of allelic dropout and firing off a single statistic. This “likelihood ratio” is the chance this particular mixture of alleles would appear given the competing hypotheses that a particular person is or is not a contributor to the mixture. In 2009, TrueAllele was used to convict a defendant, representing “the first time that automated computer interpretation was accepted into court as
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evidence.” It has been used in numerous criminal trials in the United States and United Kingdom since then, and several other companies now have competing but similar software.

The results of software like TrueAllele are, to be sure, potentially exonerating. For example, consider a case where some of the defendant’s alleles are not in the mixture and the manual method incorrectly assumed they had “dropped out” due to degradation or other circumstances. TrueAllele, on the other hand, may properly interpret the mixture to exclude the defendant. But software results are also potentially much more inculpatory than the old manual method because the software’s reported match statistics are typically orders of magnitude more damning than the old method. Nearly all of the press releases on the company’s website document court decisions admitting the software in cases on behalf of the prosecution.

At the same time, states have been slow to automate expert interpretation of pattern evidence outside the realm of DNA. Part of the reason may, of course, be cost. But part of the reason may also be the prevailing sentiment among state examiners that their experiences and judgments are superior to what a computer program could do. As one defense toolmark consultant put it, there is a “stereotype [of] the distinguished, greying individual on the stand saying, ‘my opinion is based on my many years of experience in the field.’” Experts testify to a perfect match based on their “own inarticulable, mind’s eye judgments.” Some in the forensic toolmark community claim that human examiners can do a better job in determining source probability because of their training and experience: “[T]he opinion of the specialist in tool marks should have more weight than the opinion of a specialist in statistics, although the second one might more easily impress the jury[]. Numbers always look so scientific!”

In turn, it is the prosecution that benefits from a forensic examiner’s subjective claim of certainty about the defendant being the source of pattern evidence, rather than giving the jury a potentially less impressive estimate of the statistical significance of the match. Forensic examiners are currently allowed to tell the jury that the defendant’s gun made a mark on a bullet “to a reasonable degree of
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ballistic certainty” or “to the exclusion of all other firearms in the world.” 102 Until recently, fingerprint examiners were allowed to claim a “zero error rate” and assert, to a reasonable degree of scientific certainty, that a latent print was left by the defendant. Although defendants are able to cross-examine the state’s analysts, they are reduced to criticizing the opinion for being subjective rather than directly refuting it with more objective—and perhaps less damning—match statistics produced by probabilistic software.

B. VERDICT BY MACHINE

As with mechanical proof, the rise of “mechanical liability” regimes has often been linked to a desire by law enforcement or interest groups to reduce false negatives. Again, this desire is not unmoored from concerns about objectivity and accuracy; rather, it is narrowly aimed at a particular type of inaccuracy—the failure to charge or convict the morally blameworthy.

Two hundred years ago, the American criminal jury had significant leeway to engage in complex moral decision making when determining guilt. The list of common law crimes was relatively short and included only those offenses involving inherently immoral conduct. These crimes had robust mens rea elements that required a finding that the defendant intended harm, or at least knew harm would result, from his acts. These elements were written in colorful, imprecise phrases—“depraved heart,” “wicked,” and “wanton and willful”—that allowed jurors to grapple with overall blameworthiness, rather than some technical legal definition of intent, in determining guilt. 103

In today’s courtroom, however, defendants are prosecuted not just for breaking and entering, but for simply possessing burglary tools as well. 104 A felon in possession of a firearm is guilty of a serious federal crime. 105 And per se DUI laws now criminalize the simple act of driving with a particular blood alcohol concentration or other drug level without requiring any jury finding of dangerous impairment. These inchoate crimes are not without a theory of legitimacy—they are justified on all the same grounds as attempt crimes. But they are, by nature, an overinclusive attempt to err on the side of punishment. 106

In some instances, lawmakers have removed the jury entirely on grounds of efficiency. Modern offenses with highly determinable elements and no robust mens rea element are often prosecuted as misdemeanors or low-level felonies, such as entering a building without legal authority. Some jurisdictions have
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At least one scholar has called for the elimination of jury trials in DUI cases expressly citing jurors’ lenience as the concern. And now fully automated legal regimes exist in the traffic context, removing any ability by a fact finder to exercise extralegal lenity. Red light cameras may save lives and money, and may ultimately reflect good policy, but they definitely prioritize efficiency and err on the side of overpunishment.

Indeed, the modern expansion of proxy or rule-based liability is so extensive that some scholars have linked it to the rise in mass incarceration. As Jonathan Simon has put it:

If the common-law trial once operated like a colonial flintlock rifle, deadly if fired close enough but inaccurate and generally limited to one shot, modern U.S. criminal procedure works more like a fully automatic machine gun, with which the prosecution is able to spread a stream of fire sufficient to suppress almost any resistance.

Perhaps the most dramatic historical example of the use of a proxy crime to suppress resistance was the Black Act of 1723. English nobility and gentry in postfeudal England found themselves in land disputes with locals, mostly poor people, who claimed rights to hunt and graze on local forested land. Some locals took to wearing disguises and hunting at night. To crack down on these nuisances, Parliament created a “crime,” punishable by death, of simply wearing a black mask in the forest while armed.

The broadening of criminal liability based on proxies might also be seen as part of a shift in penal justifications by the state away from moral judgment and toward risk reduction. This shift might have the effect of lessening certain punishments, or delegitimizing certain forms of punishment, but it also has the effect of broadening criminal liability beyond its traditional scope. One aspect of Foucault’s “biopolitics” is the modern consolidation of state control through the “regularization” of life, including interventions intended to “improve life by eliminating accidents,” which he notes “easily take on a Statist dimension in
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111. See E. P. Thompson, Whigs and Hunters: The Origin of the Black Act 188–89, 192 (1975) ("The Black Act put unprecedented legal power in the hands of men who had not a generalized, delegated interest, such as the maintenance of order, or even the maintenance of the privileges of their own class, but a direct and personal interest in the conviction of men who were a nuisance to them.").
apparatuses such as the police." 112 James Scott has also described the tendency of states to engage in “heroic simplification”—the well-intended oversimplification of a complex social problem while attempting social engineering through methods that involve measurement and ordering. 113 In doing so, states “isolate a single element of instrumental value” that is easily measurable and ignore more complex elements or less domesticated forms of knowledge. The more “complex and poorly understood” the process being domesticated, the more problematic the simplification becomes. 114

The state’s use of such proxies in criminal law to reduce false negatives and increase efficiency also conforms to a more general pattern of simplifying legal decision making into determinable elements, with an eye toward efficiency and accuracy, but a tendency to oversimplify or entrench existing biases. In the administrative law context, agencies are now “increasingly inclined to adopt policies involving simple questions and answers that are easy to translate into code, even when strong substantive reasons favor a more nuanced approach.” 115

One critic of artificial-intelligence-assisted legal reasoning expressed concern that “lawmakers [might] consider making more formal and determinate previously less determinate areas of law, to allow them to be processable by computers.” 116 And with respect to the use of actuarial data in determining which suspects to stop and frisk or which offenders to punish harshly, scholars have warned that such “actuarial justice” models are self-perpetuating: the mere availability of statistical data tempts criminal justice actors to choose investigative techniques and punishment models that “function more smoothly with prediction” and measurement. 117

C. PUNISHMENT BY MACHINE

Finally, the state’s pursuit of mechanical judicial decision making has been motivated by a desire to increase the uniformity and rationality of punishment, but typically in a certain direction: away from undue leniency. Before the modern movement toward determinate and uniform sentencing, judges typically had wide discretion to impose a sentence, within the statutory maximum set by
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the legislature, in accordance with traditional purposes of punishment. Judges would impose an “indeterminate” sentence consisting of a broad temporal range, thereby delegating to parole boards the decision whether to release the offender before the full term.

This era of discretion came to an end in the federal system in 1984, when Congress passed the Sentencing Reform Act, abolishing the federal parole system and creating a sentencing commission that promulgated mandatory guidelines for judges to follow in imposing “determinate” sentences. The guidelines amounted to a grid—a set of boxes that, with few exceptions, definitively set an offender’s sentence based on his prior record, the facts of the crime, and similarly determinable inputs. The grid was so mechanistic, in fact, that federal officials created a “non-intelligent” computer program to execute them, referred to as the Applied Sentencing System (ASSYST). Following the Sentencing Commission’s lead, twenty-one states developed similar guidelines. Meanwhile, mandatory minimum sentences are a fixture of federal and most state sentencing regimes, arguably reducing judges to “sentencing machines” as well.

It is true that the pendulum in sentencing in the United States has swung slightly back toward complex judgment. This shift stems in part from the Supreme Court’s holding that mandatory guidelines are not constitutional if they establish sentencing ranges based on facts not found by the jury beyond a reasonable doubt, and, in part, the result of a bipartisan movement toward reduced penalties and the elimination of mandatory minimum sentences for nonviolent drug offenses. Judges, however, continue to regularly follow the guidelines. Even when judges exercise discretion, many have augmented or
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replaced their decision making with actuarial risk-assessment instruments, or “evidence-based sentencing” (EBS). Under EBS, offenders receive a numerical score representing their risk of reoffending based on variables such as prior record, employment, and circumstances of the crime.

The fact that mandatory minimum sentencing was primarily intended to reduce instances of underpunishment may seem obvious. But the fact that the sentencing guidelines were intended as such may be less obvious. Under the old system, nearly half of federal offenders received probation, with any jail time suspended unless and until probation was revoked. In drafting the new guidelines, the Commission contemplated both that fewer offenders would get probation and that the new determinate sentencing ranges for offenders who did receive jail time would be no more lenient than the ultimate amount of time parole boards gave offenders in similar circumstances under the old regime. These were reasonable, if punitive, choices stemming from, in the words of Kate Stith and Judge José A. Cabranes, a “fear of judging.” As discussed more fully in Part II, however, the Commission committed a glaring error in attempting to translate into numbers its desire to combat leniency.

Although the state has embraced mandatory minimums, sentencing guidelines, and EBS, prosecutors have been slow to warm to mechanical judicial decision making where it has reduced—rather than increased—incarceration. In 2015, an actuarial instrument for bail determinations debuted in twenty-one jurisdictions around the country, describing ten common risk factors that surfaced as the best predictors of re-offense or failure to appear based on researchers’ review of over 500,000 cases. Significantly, the instrument chose not to rely on several factors “that judges and prosecutors normally consider relevant” to bail, including employment status, community ties, and history of drug abuse. The instrument was not funded by law enforcement, but rather by a private foundation that believed too many low-level and moderate-level offenders were being needlessly detained before trial. One of the “initial skeptics” of the program, a North Carolina prosecutor, was pleasantly surprised to find that

lot of attention to the Commission’s recommendations even though such attention is often unwarranted.”).


jail populations declined considerably after a year-long trial administering the program resulted in no “ill effect[s].”[130]

II. MECHANIZATION’S FAILED PROMISE

Part I explored how mechanization has arisen in criminal justice in an unbalanced way, reflecting the focus of law enforcement, interest groups, and lawmakers on reducing a particular species of inaccuracy: false negatives. This Part argues that this unbalanced approach has predictably led to three problems: (1) hidden subjectivity and error in “black box” processes falsely labeled as “human” or “mechanical”; (2) compromises on “softer,” but critical, values such as dignity, equity, and mercy; and, ironically, (3) too little mechanization in areas where more equitable deployment of mechanization could further enhance accuracy and objectivity.

A. HIDDEN SUBJECTIVITY AND ERROR

1. The Black Box

If a criminal justice actor’s primary purpose in deploying a literal or metaphorical “machine” is to reduce false negatives, and if the machine proves successful in doing so, that actor has an incentive to promote the machine’s epistemic authority. One manifestation of this incentive structure is the use of names for crime-detecting gadgetry that signal their virtue or mechanical objectivity—the “Drunk-O-Meter,” the “Breathalyzer,” the “Intoxilyzer 8000,” “TrueAllele.” Such colorfully labeled gadgetry surely appeals to Americans’ “instrument fetishism.”[131] Indeed, there is a long history of such fetishism; the invention of entertaining and ingenious instruments proved critical in centuries past to mathematicians seeking royal patronage and to the rise of astronomy and other mathematical sciences as disciplines with “cultural prestige.”[132]

Yet a machine’s authority can also be undermined by its technical intricacy. In describing the depiction of a polygraph in the 1948 film noir Call Northside 777, Jennifer Mnookin and Nancy West note that the focus on the machine’s graphs and a “jargon-filled” explanation of the process “effectively distances viewers from the very machine they are apparently being encouraged to admire, instilling in them a mistrust of its scientific complexity.”[133]

Many crime-detecting gadgets and software tend to be shrouded in “inscrutable black box[es]” that “hide the workings” in shiny steel contraptions or computer code.[134] These “black box” processes, because of their mechanical appearance and apparently simple output, have a veneer of objectivity and

[130] Id.
[131] BUNN, supra note 10, at 188.
certainty. Not only do they obscure how the sausage is made, they obscure that their output is sausage at all. In truth, these processes all have hidden subjectivities and errors that often go unrecognized and unchecked, thus potentially “facilitat[ing] the masking of illegitimate or illegal discrimination behind layers upon layers of mirrors and proxies.”

Ultimately, all machines are “purposeful organization[s] for a strictly predeter-
mined end,” executing the instructions of human programmers based on data or material inputted by human operators. As such, they reflect the factual assumptions and value choices of their creators. An understanding of machines requires a recognition that “human intentions, plans, and assumptions are always built into [them].” Even a simple list of data is interpretive in that it “embod[ies] theoretical assumptions about what should be counted, how one should understand material reality, and how quantification contributes to systematic knowledge about the world.” Environmental law scholars have written of the “science charade”—the attempt to pass off decisions as purely scientific that actually involve contentious value choices—and of the tendency for environmental models to seem objective, despite the presence of subjective assumptions of human behavior or the effects of environmental degradation on economic growth. Even in “robot morality,” an emerging field involving machines that make complex ethical “judgments” based on thousands of factors, humans input the factors. So far, only a person can resolve the old “Ethics 101” problem of “whether a conductor should flip a switch that will kill one person to avoid a crash in which five would otherwise die.”

Outside the criminal justice context, scholars have recognized the hidden subjectivities of algorithms in the law. In the credit scoring context, a seemingly objective “score” is the result of carefully chosen factors that nearly always
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correlate to race, gender, and class. 143 Ken Bamberger has noted the possibility of “automation biases” favoring corporate self-interest in software designed to ensure compliance with risk-management regulations. 144 In the legal research context, the WestlawNext algorithm has been identified for its “potential to change the law” by biasing results away from “less popular legal precedents” that “effectively become invisible.” 145 And in the voting context, scholars have documented errors and racial bias in felon exclusion lists created with the help of commercial software. 146

Such hidden subjectivities also abound in crime-detecting machines. In simple algorithms used to prove a fact relevant to guilt, such as field sobriety tests (FST) that prove alcohol impairment (e.g., stating the alphabet backwards), flaws or biases may be relatively easy to detect. A juror could draw on personal experience reciting the alphabet backwards (even while sober) to understand that FSTs may produce higher false-positive rates. 147 But when a process involves multiple layers of automation or relatively inaccessible code or other technology, human operators as well as fact finders might find meaningful scrutiny of the process itself impossible.

For example, consider breath-alcohol machines. The infrared-technology-based “Intoxilyzer 8000” produces nothing but a “print-out card” reporting blood alcohol concentration, 148 making further scrutiny of its results difficult. In Ohio, a group of defendants noticed both that the machine was producing a curiously high number of “ambient fail” readings—a common result when the device draws in air to compensate for the presence of interfering substances—and that the device was not properly programmed to differentiate between residual alcohol in the mouth and alcohol found in deep lung air, thus potentially leading to false positives. 149 After attempted validation testing with the

143. See Danielle Keats Citron & Frank Pasquale, The Scored Society: Due Process for Automated Predictions, 89 WASH. L. REV. 1, 10–16 (2014) (criticizing automated credit scoring systems for their “opacity, arbitrary results, and disparate impact on women and minorities”).
144. See Kenneth A. Bamberger, Technologies of Compliance: Risk and Regulation in a Digital Age, 88 TEx. L. REV. 669, 676 (2010).
148. See People v. Miller, 125 Cal. Rptr. 341, 342 (1975) (noting that although a defendant in the breathalyzer era was entitled to have breath samples preserved, that right was inapplicable to the Intoxilyzer 8000 because that device produced nothing more than a printout card).
device, officials in at least two states have declined to authorize its use,\textsuperscript{150} and one trial court in Ohio refused to admit its results at trial.\textsuperscript{151}

To date, only one group of litigants has successfully gained access to a breath machine’s source code, and even then, only upon court order after the state initially refused to disclose it.\textsuperscript{152} Upon examination of the 1,113 pages of code of the “Intoxilyzer 5000,” a group of defense experts in a consolidated set of Minnesota cases found failures to incorporate margins of error, the potential for erroneous “deficient sample” readings based on an artificially high breath-volume requirement and failure to warn the operator of interference from radio frequencies and sudden voltage changes.\textsuperscript{153}

Photographic and filmic evidence likewise bear the potential for hidden bias. Nineteenth-century philosophers saw photographs as “paragons of . . . human virtues” because, at their best, “machines offer[] freedom from will—from the willful interventions” that are “the most dangerous aspects of subjectivity.”\textsuperscript{154} Yet a photographer’s choice of lens or filter can drastically affect the version of reality it offers.\textsuperscript{155} Researchers have found a significant effect on trial verdicts from a “simple change in camera perspective” on a videotaped interrogation.\textsuperscript{156} In red light camera systems, the accuracy of the code determines the accuracy of the time stamp on any piece of footage; it is the programmer who determines how generous the ticketing algorithm’s “grace period”\textsuperscript{157} might be. But these


\textsuperscript{152} See In re Source Code Evidentiary Hearings in Implied Consent Matters, 816 N.W.2d 525, 529 (Minn. 2012).

\textsuperscript{153} See id. at 544–45. For further discussion of issues with the Intoxilyzer and similar machines, including insight into the importance of source code, see generally Charles Short, Note, Guilt by Machine: The Problem of Source Code Discovery in Florida DUI Prosecutions, 61 FLA. L. REV. 177, 179 (2009) (exploring the issue of source code discovery by DUI defendants).

\textsuperscript{154} Lorraine Daston & Peter Galison, The Image of Objectivity, 40 REPRESENTATIONS (SPECIAL ISSUE) 81, 83 (1992).


\textsuperscript{156} G. Daniel Lassiter et al., Videotaped Interrogations and Confessions: A Simple Change in Camera Perspective Affects Verdicts in Simulated Trials, 87 J. APPLIED PSYCHOL. 867, 867 (2002); see also Richard A. Leo, POLICE INTERROGATION AND AMERICAN JUSTICE 304–05 (2008).

\textsuperscript{157} See, e.g., Baltimore Motorists Caught by Red Light Cameras, WBALTV (May 8, 2003, 8:18 AM), http://www.wbaltv.com/Baltimore-Motorists-Caught-By-Red-Light-Cameras/8934064 [https://perma.cc/FUR3-NNYM] (noting residents’ complaints that Baltimore’s camera systems’ one-tenth-of-a-second grace period—“the time from which the light turns red to when the camera fires”—is shorter than other cities”).
choices are also hidden within proprietary source code, leading some members of the public to criticize photo-radar and red light-camera systems as “trial[s] by machine.”

Even forensic DNA typing has hidden errors and subjectivities at every level. For example, it is a programmer who decides which peaks on a graph to consider in reporting the forensic DNA profile found in a sample. If a peak is small, it might be an artifact of the testing process or software, or it might be a real genetic marker in a degraded or otherwise compromised sample. The decision about what “analytical threshold” to set for counting peaks as true genetic markers for purposes of including or excluding someone as a suspect is a choice based on both assumptions about facts in the world (how often a small peak might be a real genetic marker) and values (who should bear the cost of an erroneous “match” call). These choices are similar to the value choices made in medical diagnosis algorithms, where software designers must make value choices about how far to tolerate false negatives and positives. Yet these choices are not obvious from reading the reports and graphs typically turned over to the defendant during pretrial discovery. Rather, to uncover them, a defendant must ask for and receive a computer disc with the raw data, buy the software or consult an expert who owns the software, and then rerun the analysis with alternative thresholds and assumptions to see what new peaks emerge that might have been ignored by government analysts.

The assumptions underlying the likelihood ratios reported by probabilistic genotypic software such as TrueAllele are also buried in proprietary code. TrueAllele’s creator Mark Perlin has executed over twenty-five revisions to its 170,000+ lines of source code, with no published documentation as to what has been revised or why. And in conference simulations involving hypothetical mixtures, TrueAllele and several competing programs have come to different


160. See Murphy, supra note 91, at 491, 510–11 (discussing subjectivity in allele calling); cf. Mindell, supra note 137, at 207 (noting that automated car algorithms represent a form of “cost functions themselves [that] embody human judgments about priorities”).


results in terms of guessing mixture ratios.163 As TrueAllele’s creator put it, the programs “give different answers based on how an analyst sets their input parameters.”164 Although TrueAllele has been subject to peer-reviewed validation studies,165 the studies are condensed results without underlying data for independent reviewers to access.166

With access only to validation studies conducted on certain types of mixtures, it is difficult to gauge the adaptability of the software to cases involving vague and borderline data, where—because of compromised samples or a high number of contributors—it should report no statistic at all. The creator’s boasts—that TrueAllele “always giv[es] an answer,” always makes “full use” of the data, and reports statistics even in the “most challenging” mixtures167—may be a sign of algorithmic overreaching. As one defense expert warned, “TrueAllele is being used on the most dangerous, least information-rich samples you encounter, and typically in the most important cases.”168 Nonetheless, TrueAllele’s creators have refused to turn over its source code to defendants on grounds of trade secrets, even under protective order, and courts have thus far declined to compel disclosure.169

Perhaps the ultimate opportunity for hidden subjectivity in algorithmic decision making would be in a jury completely—and literally—mechanized. In 1983, a commentator in a technology magazine criticized an AI company’s attempt to create a computerized jury, predicting that “robot juries would be marketed by profit-making firms . . . that would have an incentive to create programs biased in favor of conviction, since state officials are the intended purchasers.”170


166. See Palazzolo, supra note 162 (quoting defense expert Dan E. Krane, who reviewed the validation studies and testified against TrueAllele’s admission, as saying, “I don’t know how [TrueAllele] arrives at its answers”).

167. See Perlin Letter, supra note 164, at 3.

168. Palazzolo, supra note 162.


Hidden biases also abound in algorithms used at sentencing. Poorly constructed actuarial instruments used in so-called “evidence-based sentencing” can lead judges in jurisdictions without sentencing guidelines to base sentences on questionable and racially skewed proxies for future dangerousness and blameworthiness, such as family stability and length of prior record.\(^{171}\) In turn, the hopeful experience of New York with the Arnold Foundation’s Public Safety Assessment in decreasing unnecessary pretrial detention (a trend that has not raised crime rates\(^{172}\)) suggests that use of these older, race-correlated variables in sentencing has likely increased, rather than decreased, sentences.

In addition to having hidden biases, algorithms inevitably contain random errors of mistyping or mistranslation.\(^{173}\) Anyone who has blindly followed a Google Maps instruction into a dead end or seen the new “PITCHf/x” system in Major League Baseball wildly err in calling a strike\(^{174}\) appreciates that machines can make mistakes and that algorithms contain bugs.\(^{175}\) Legal scholars have documented such errors in contexts outside criminal justice. In administrative law, where computer-assisted legal reasoning is the primary form of benefits assessment, the translation of welfare laws into computer code has caused several problems. For example, programmers embedded rules into code in Colorado’s automated food stamp and Medicaid eligibility determinations that simply did not exist in the authorizing statutes and that actually violated state and federal law.\(^{176}\)

Bugs arise in the criminal context as well. For example, the software used to calculate sentences under the federal guidelines (ASSYST) had inaccuracies that went uncorrected for long periods—a primary reason it was discontinued in the 1990s.\(^{177}\) Likewise, critics of red light cameras in the United States argue that the systems are “susceptible to bugs or hackers” or could “fail to fairly and properly translate” traffic law “into computer code.”\(^{178}\) And in the Fourth Amendment context, the Supreme Court has repeatedly addressed (and upheld) the legality of searches that were the product of computer error, such as

\(^{171}\) See Starr, supra note 126, at 803; Feeley & Simon, supra note 117, at 461.

\(^{172}\) See supra note 128 and accompanying text.

\(^{173}\) An amusing, if disturbing, artistic representation of the mistranslation from legal to machine code is the surrealist play-turned-movie One Way Pendulum (Woodfall Film Productions 1965), in which an eccentric insurance clerk builds an electronic courtroom that interprets all language—including idioms—literally, resulting in the trial of his son for murder, with the primary evidence being that he wears black clothes.


\(^{175}\) Several plane crashes have also been blamed on a combination of machine error and automation complacency by a human pilot. See Mindell, supra note 24, at 267.

\(^{176}\) See Citron, supra note 115, at 1268.

\(^{177}\) See, e.g., Steven R. Lindemann, Commentary, Published Resources on Federal Sentencing, 3 FED. SENT’G REP. 45, 45–46 (1990); see also U.S. SENT’G COMM’N, ANNUAL REPORT—YEAR IN REVIEW (1996) (noting that the 1996 version of the ASSYST 2.1 software would likely be the last).

outdated arrest warrants that were erroneously kept in the state police database.179 Related issues have arisen with respect to Apple’s “Find My iPhone” App, which has been used in criminal cases to justify seizures of suspects in theft and robbery cases.180 Because of a glitch in Sprint’s location-tracking services, the app was directing numerous people, erroneously, to one man’s house in Nevada, prompting him to put a “No Lost Cell Phones!” sign on his door.181 And a “minor miscode” in STRMix, a probabilistic genotyping program, potentially affected match statistics in several cases in Australia.182

These bugs are, of course, ultimately the product of human error in programming and input. But they are errors that are often difficult to discern simply from machine output alone. We know when we finally drive into a ditch after following Google Map or when a robot umpire makes a wild call, but we might not realize an administrative welfare benefits denial is the result of a code error until months or years later, when someone bothers to double check.

2. The Man Behind the Curtain

Although the previous section described hidden subjective judgments by algorithm designers and modelers, some apparent “machines” are not machines or algorithms at all; their subjectivities are not merely baked into a program that then drives an otherwise mechanical process, but are actually the product of individualized human judgment or manipulation. In promoting the epistemic authority of proffered evidence, litigants have sometimes put forward evidence falsely labeled as mechanical—the man behind the curtain falsely perceived as the Wizard of Oz.

The polygraph is perhaps the most glaring example we have in American justice of a false machine. Historians have suggested the polygraph be understood as one of many body measuring instruments that “de-emphasize[ ] the operator” in a way that falsely suggests their “incontestable superiority” over human observation.183 A polygraph is not, in fact, a lie-detecting machine; rather, it simply measures physical characteristics that a human examiner then uses to infer whether the subject is deceptive, based on judgment, experience,

179. See, e.g., Florence v. Bd. of Chosen Freeholders, 132 S. Ct. 1510, 1511 (2012) (holding that a strip search based on a warrant held erroneously in the computer system was legal); Herring v. United States, 555 U.S. 135, 135 (2009) (holding that items obtained during an arrest on a warrant that was erroneously held in the computer system were not excludable under the Fourth Amendment); Arizona v. Evans, 514 U.S. 1, 6 (1995) (same).


183. Bunn, supra note 10, at 71 (citation omitted).
and physical interaction with the suspect. Where the examiner is a member of law enforcement and an inference of deception may lead to incarceration, the state exerts control over the “mechanical” outcome in a way that becomes largely invisible. The state’s “power disguises itself by disappearing into its architecture.” It is precisely the skill of the examiner that most determines the polygraph’s error rate; there is little dispute that, on their own, heart rate, blood pressure, and skin conductance are poor proxies for deception. In the hands of a skilled examiner who has undergone robust training and certification requirements, the polygraph does not fare poorly at all, at least compared to other types of evidence routinely admitted or to the jury itself, for that matter. The point here is that the polygraph should be judged for what it is—subjective examiner testimony, aided by machine-measured data—and not as a “lie detector,” to be fetishized or feared because it is a “trial by machine.”

Like the polygraph, a photograph can also be the product of individualized subjective judgment, even beyond the already subjective calls embedded in camera and photography design, such as lens and filter. Courts and litigants in the early days of photography appeared to recognize the medium’s manipulability, conditioning admission on the photographer himself testifying about the image-generating process and certifying its accuracy. Now, so long as a photograph is not obviously doctored and a witness authenticates it as accurately depicting what it represents, courts “readily accept” it and accord it “substantial faith to the reliability of the photographic process.” Yet photography is highly susceptible to manipulation, capable of being “doctored or altered” or even mimicked by computer design.

The problem arises with other crime-detecting machines as well. In probabilis-

184. William Bogard, Simulation and Post-Panopticism, in ROUTLEDGE HANDBOOK OF SURVEILLANCE STUDIES 30, 31 (Kirstie Ball et al. eds., 2012).
185. See United States v. Scheffer, 523 U.S. 303, 333–34 (1998) (Stevens, J., dissenting); United States v. Piccinonna, 885 F.2d 1529, 1540 (11th Cir. 1989) (Johnson, J., concurring in part and dissenting in part) (observing that “the level of skill and training of the examiner” is of utmost importance in determining “the reliability of the results” (citations omitted)).
186. See Shniderman, supra note 39, at 434 (acknowledging that many scholars argue that the polygraph is no more unreliable than other forms of forensic evidence routinely admitted).
187. See Jennifer L. Mnookin, The Image of Truth: Photographic Evidence and the Power of Analogy, YALE J.L. & HUMAN. 1, 39 (1998); see also Mnookin, supra, at 40 n.143 (citing cases in which courts required the testimony of someone familiar with the subject matter depicted by the photograph).
tic genotyping software, some programs allow an analyst to see the comparison reference—the suspect’s sample and case-relevant information—before completing his analysis.\(^{192}\) This loophole opens up an otherwise automated process, devoid of subjectivity based on case information, to individualized contextual bias.\(^{193}\) Breath machines, too, have a history of being susceptible to manipulation; courts expressed concern about the reliability of early breath machines in part based on reports that officers could manipulate their dials—“Dial-a-Drunk”—to make a sober driver appear impaired.\(^{194}\) And some actuarial instruments for assessing culpability or dangerousness in sentencing or mental health hearings, intended to bring objectivity to such assessments, include numerical “scores” that are based on a clinician’s own individualized assessment of the subject’s glibness, grandiosity, and other subjective variables. Such variables may be highly relevant, but a decision based on them is not mechanical.

In the sentencing guidelines context, the people behind the curtain are the prosecutors and police who make charge-and-arrest decisions. Guidelines were intended to bring uniformity to sentences between judges and within a judge’s own docket, but their existence has created opportunities for prosecutors to charge cases creatively in a way that triggers whatever precise sentence they believe is just.\(^{195}\) That charging decision, in turn, is entirely discretionary, save any internal memoranda creating charging norms among prosecutors themselves.\(^{196}\) Similarly, although mandatory minimum sentencing appears on its face to be a uniform means of punishing certain categories of offenders, black offenders are more likely than similarly situated white offenders to be charged in a way that triggers mandatory minimums.\(^{197}\) Even police officers have discretion to determine sentencing under the guidelines, as they consciously and precisely design “buy-bust” or “fake-stash-house-robbery” sting operations to trigger certain mandatory minimums or sentencing enhancements based on quantity and type of narcotic or drug involved, and on whether the operation involves a conspiracy.\(^{198}\)

---

192. See Perlin Letter, supra note 164, at 3.
193. See generally Itiel E. Dror & Greg Hampikian, Subjectivity and Bias in Forensic DNA Mixture Interpretation, 51 SCI. & JUST. 204, 204–08 (2011) (demonstrating the biasing effect of case-specific factual information on mixture interpretation by DNA analysts).
196. See, e.g., BIBAS, supra note 118, at 41–42 (discussing the vastness of prosecutorial discretion).
The converse of the “man behind the curtain” problem—“false humanization”—exists as well. The mere fact that a mechanical process involves a layer of human intervention does not mean that the human is exercising complex individualized judgment entirely independent of the machine. Human operators or audiences interacting with machines tend too often to “defer to the wisdom of algorithms,” developing what technology scholars call “automation complacency.” As a result, they cannot take over for the machine when it errs or fails, which it will inevitably do. For example, human pilots that are used to relying on autopilot programs are forgetting how to fly, leading to unnecessary crashes. And although everyone knows not to drive into a ditch or drive the wrong way on a one-way road, many drivers lose “situational awareness” once they start following the instructions of satellite-enabled maps, forgetting that their human judgment is sometimes needed to stay on course. This problem is a cousin of the “black box problem” in the sense that the more inscrutable the machine, the worse the feeling of alienation and the worse the complacency.

Signs of automation complacency are evident in the mechanized criminal adjudication context as well. In forensic latent fingerprint analysis, existing computer models that search for potentially matching fingerprints and then allow an expert to choose among them have actually contributed to contextual bias and misattribution. The computer tends to choose the closest potential hits, meaning the most potentially confounding cases. The expert assumes that one of the cases chosen by the computer must be the source, thus choosing from what appears to be the best fit among them. And to the extent some human judgment could be helpful to TrueAllele’s accuracy, signs of automation complacency have emerged—twelve scientists in New York were recently caught cheating on the TrueAllele qualification test. One of the scientists was on his way to testifying in a criminal case the next day, but was replaced by a supervisor at the last minute, with defense counsel prohibited from inquiring about the scandal before the jury. And in the sentencing context, judges tend to defer to the results of actuarial instruments or to allow the availability of such
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207. Murphy, supra note 12, at 102.
results to inflate the importance of recidivism risk in their sentence calculation beyond what weight the judge would otherwise give such factors. 208

3. Proxy Drift and the Seduction of Quantification

All rules are over or underinclusive by nature. 209 Some rules governing criminal liability and punishment are underinclusive; for example, maximum penalties on crimes set by legislatures are rules that set a ceiling, rather than a floor, on punishment by judges. Others are overinclusive, broadening rather than narrowing the scope of criminality. Where a proxy is a decently tight, rational fit with the morally blameworthy or dangerous conduct for which it is a proxy, such as with per se DUI alcohol laws, its overinclusiveness may not be unduly offensive to other values, such as accuracy in the form of minimizing false positives.

But as the following examples suggest, determinable proxies for criminality deployed primarily to minimize acquittals of the guilty, rather than as a systematic means of rendering a liability regime more accurate, often tend to be loose or irrational fits. And although other areas of law might tolerate inaccurate proxies, criminal law is a field in which the specter of false positives looms large. For example, “[s]choolboys are taught” that it is “[b]etter that ten guilty persons escape, than that one innocent suffer.” 210 Moreover, a criminal conviction—unlike pronouncements of liability in other areas of law—is unique in that its very grave purpose is to communicate “the moral condemnation of [the] community.” 211 Although low-level regulatory and public welfare “crimes” exist that challenge this norm, they are, for now, a carefully circumscribed and exceptional corner of criminal law. Thus, irrational or overly broad proxies for blameworthiness should concern us a great deal.

In the DUI context, the very definition of the crime has shifted from being “impaired,” a complex fact requiring the jury’s complex individualize moral judgment, to having a BAC of .08%. This proxy itself is not necessarily problematic; .08% has decades of careful epidemiological research to show that driving at .08% BAC increases relative crash risk. 212 But new, per se DUI marijuana laws that attempt to analogize to DUI alcohol laws are highly

208. Starr, supra note 126, at 866–68 (citing literature arguing that decision makers often defer to “scientific models that they do not really understand” and suggesting that actuarial instruments drive judicial sentencing decisions).

209. See generally Schauer, supra note 21, at 31–34 (discussing the over and underinclusiveness of rules).
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problematic. Before the recent wave of legalization, states defined DUI marijuana either through a subjective impairment standard or a zero-tolerance approach, based on the illegality of the drug.\textsuperscript{213} After legalization, zero-tolerance laws no longer work. Instead, policymakers in several states have attempted to analogize to .08\% and define DUI marijuana numerically, establishing legal thresholds for THC in the blood.\textsuperscript{214} Yet, unlike the linear and predictable relationship between BAC and increased relative crash risk, no such relationship exists between similar crash metrics and THC blood levels; to the extent such studies do exist, they suggest that drivers with only THC in their blood are not responsible for a disproportionate number of fatal automobile accidents.\textsuperscript{215} Passage of such irrational laws, however well-intended, reflects a narrow focus on reducing false negatives and a succumbing to, what Sally Merry has referred to as, the “seduction of quantification”\textsuperscript{216}—seeking a number for the sake of measurability—at the expense of a dramatically high false-positive rate.

The sentencing guidelines are also an example of the “fuzzy math” that occurs when the search for a numerical proxy is motivated by a one-sided desire to combat leniency rather than systematically combat inaccuracy. In operationalizing its desire to ensure that new prison sentences under the guidelines would not be lower than past average sentences, the Sentencing Commission committed a glaring error: it averaged parole board decisions since 1977 as a “numerical anchor” for the new mandatory ranges for all punishment.\textsuperscript{217} In looking only to average sentences given by parole boards to imprisoned offenders, the Sentencing Commission included in its calculations only those sentences that had a number attached—that is, periods of incarceration. It completely and irrationally ignored sentences of probation.\textsuperscript{218} As a result, sentences were dramatically increased nearly overnight: the average time served by a federal prisoner rose from thirteen to forty-three months.\textsuperscript{219} Similarly, in fashioning mandatory ranges for theft and fraud, the Commission used “amount of loss” as a proxy for blameworthiness, leading to perverse results, such as life in prison for sympathetic first-time offenders employed by companies that happened to
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be publicly traded.\footnote{See \textit{id.} at 303 n.59 ("Under the Guidelines, it may well be that all but the most trivial frauds in publicly traded companies may trigger sentences amounting to life imprisonment . . ." (citing United States v. Ebbers, 458 F.3d 110, 129 (2d Cir. 2006))).}

\section*{B. Pressures on "Soft" Values}

Section II.A made the case that the contingent, results-oriented approach to mechanized criminal justice has predictably allowed automation pathologies to go unchecked, threatening the very objectivity and accuracy allegedly motivating mechanization’s rise in the first place. But there are other costs to pursuing mechanization with a narrow focus on detecting more crime, convicting the guilty, and punishing the blameworthy. These costs include threats to other systemic values—dignity, equity, and mercy—our system should, and purports to, safeguard. The virtue of these values is perhaps harder to define and quantify than accuracy, which is all the more reason they might be inadvertently set aside in the pursuit of “truth.” But they are still virtues that have a pedigreed history in American criminal justice.

The violation of these principles may even be inadvertent. Once a state has reduced a complex social problem to a key determinable element, “[e]verything that interferes with the efficient production of the key [element]” tends to be “implacably eliminated” from the decision-making process, leading to value distortion.\footnote{See \textit{CARR, supra} note 18, at 185.} In his recent book \textit{Automation and Us}, Nicholas Carr uses the example of a robot vacuum that does not distinguish dust bunnies from crickets: some people, if sweeping the floor manually, would spare a cricket’s life; but in delegating our vacuuming to a robot, we abdicate moral decisions about life or death.\footnote{See \textit{Scott, supra} note 113, at 223.}

\subsection*{1. Dignity}

A recent report on mass incarceration by the National Research Council set forth principles that it viewed as necessary to a just penal system.\footnote{See \textit{NAT’L RESEARCH COUNCIL, supra} note 18, at 320–33. The National Research Council acts as the research arm of the prestigious National Academy of Sciences, a private, nonprofit institution that routinely works with United States government officials on issues of policy informed by science. \textit{See Overview: NAS Mission, Nat’l Acad. of Sci.}, http://www.nasonline.org/about-nas/mission/ [https://perma.cc/D4JJ-2KNN] (last visited Jan. 26, 2016).} One was “citizenship,” which was defined to include “a minimum standard of human dignity.”\footnote{See \textit{Carr, supra} note 134, at 185.} The report cited numerous legal and correctional organizations in

\begin{itemize}
\item A recent report on mass incarceration by the National Research Council set forth principles that it viewed as necessary to a just penal system.\footnote{See \textit{Carr, supra} note 134, at 185.} One was “citizenship,” which was defined to include “a minimum standard of human dignity.”\footnote{See \textit{NAT’L RESEARCH COUNCIL, supra} note 18, at 320–33. The National Research Council acts as the research arm of the prestigious National Academy of Sciences, a private, nonprofit institution that routinely works with United States government officials on issues of policy informed by science. \textit{See Overview: NAS Mission, Nat’l Acad. of Sci.}, http://www.nasonline.org/about-nas/mission/ [https://perma.cc/D4JJ-2KNN] (last visited Jan. 26, 2016).}
\end{itemize}
the United States that also have identified dignity or humanity as a value.\textsuperscript{225} Thomas Hobbes even believed in a “right to resist” punishment and a right to “self-preservation” that was inherent in being human.\textsuperscript{226} Although the term “dignity” does not appear in the Constitution, the Supreme Court has nodded to it from time to time,\textsuperscript{227} most recently to condemn prison overcrowding in \textit{Brown v. Plata}.\textsuperscript{228} The Court has also condemned invasions of suspects’ bodies to produce evidence in ways that are contrary to dignity. In \textit{Rochin v. California}, the Court admonished police officers who had forcibly induced an inmate to vomit morphine capsules he had swallowed, recognizing that “breaking into the privacy” of the suspect’s body does “more than offend some fastidious squeamishness or private sentimentalism,” it “shocks the conscience.”\textsuperscript{229} In doing so, the Court noted that decisions like this reveal the need for human judges, concluding that “constitutional adjudication is [not] a function for inanimate machines.”\textsuperscript{230}

As discussed in Part I, law enforcement has deployed gadgetry both to decipher and discipline the body of the criminal and to surveil and regulate the multiplicity of bodies found in a population. Such gadgetry, therefore, runs a particular risk of invading privacy and degrading a subject’s humanity. Indeed, perhaps the most famous judicial decision about the polygraph invoked the concept of personhood in excluding its results from trial. Justice Linde of the Oregon Supreme Court—in concurring with the exclusion of polygraph results in a case where the parties had stipulated to its admission—opined that use of the machine violated the very humanity of its subjects. Whatever its reliability, he wrote, the polygraph violates the principle that “parties and the witnesses are treated as persons to be believed or disbelieved by their peers rather than as electrochemical systems to be certified as truthful or mendacious by a machine.”\textsuperscript{231}

But other body-invading gadgets long deployed in the criminal context have taken much longer to face judicial scrutiny. Take the penile plethysmograph (PPG), an instrument that purports to measure a man’s sexual arousal based on the volume of his erection while watching sexually stimulating images.\textsuperscript{232} The

\textsuperscript{225} See id. at 328–29 (citing AM. BAR ASS’N, ABA STANDARDS FOR CRIMINAL JUSTICE, TREATMENT OF PRISONERS 201 (3d ed. 2011) (declaring that prisoners should not be subject to “harassment” or “disparaging” treatment)).
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\textsuperscript{227} See, e.g., Furman v. Georgia, 408 U.S. 238, 273 (1972) (Brennan, J., concurring) (punishment should not be “degrading to human dignity”).
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\textsuperscript{232} See Jason R. Odeshoo, Of Penology and Perversity: The Use of Penile Plethysmography on Convicted Child Sex Offenders, 14 TEMP. POL. & CIV. RTS. L. REV. 1, 2 (2004).
PPG was originally created by Czech psychiatrist Kurt Freund in the 1950s as a means of studying homosexuality;\textsuperscript{233} in recent years, however, the machine has been used by law enforcement to test whether paroled sex offenders continue to be attracted to minors. In a particularly sympathetic case, the Second Circuit vacated a probation requirement that required an offender submit to PPG testing, noting that the condition had no rehabilitative purpose, was an affront to the offender’s “humanity,” and appeared to have been imposed simply because it was “standard” to do so.\textsuperscript{234} In the meantime, however, the practice continues elsewhere.\textsuperscript{235}

The most troubling aspect of these cases is not that a probation department would choose to subject a man to such a bizarre, demeaning procedure. Rather, it is that the procedure was “standard,” that the mere existence of the machine was justification enough to use it on the bodies of criminals, and that once it produced evidence helpful to parole revocations, no incentive existed to scrutinize the implicit shift in values that took place to accommodate its use.

Although the \textit{Rochin} Court condemned the pumping of a suspect’s stomach, five years later the Court upheld forced blood testing of an unconscious DUI suspect in \textit{Breithaupt v. Abram}.\textsuperscript{236} Again, what is noteworthy is not that a majority of the Court ultimately upheld the constitutionality of forced chemical testing of an unconscious man. Rather, it is that the Court deemed the mere fact “that so many States make use of the [blood] tests” for measuring intoxication as belying “the suggestion that there is anything offensive about them.”\textsuperscript{237} In the DNA context, questionable practices—such as “familial searching”\textsuperscript{238} of relatives of offenders in DNA databases and use of “rogue” databases that include crime victims, autopsy suspects, and those who have inadvertently shed DNA in public places\textsuperscript{239}—have all been justified in part on the circular logic that these practices make DNA typing more useful as a crime-solving tool and that intrusive biometric databases already exist.\textsuperscript{240}


\textsuperscript{234} See United States v. McLaurin, 731 F.3d 258, 263 (2d Cir. 2013) (citation omitted).


\textsuperscript{236} 352 U.S. 432, 436–37 (1957).

\textsuperscript{237} Id. at 437 n.3.


\textsuperscript{239} Murphy, supra note 12, at 168.

\textsuperscript{240} See, e.g., Maryland v. King, 133 S. Ct. 1958, 1968 (2013) (acknowledging that DNA databases are reasonable because similar databases are an “expanding technology already in widespread use throughout the Nation”); Transcript of Oral Argument at 35, \textit{King}, 133 S. Ct. 1958 (No. 12-207)
2. Equity and Mercy

The American criminal justice system is designed with safety valves in mind—“circuitbreaker[s] in the State’s machinery of justice.”\(^{241}\) At least in theory, every level of the criminal system allows room for the exercise of so-called “equitable” discretion: the discretion not to document or record criminal acts, not to arrest, not to charge, not to convict, and not to punish according to “strict legal justice” because doing so would be unjust, considering the individualized circumstances.\(^{242}\) Adjudication is “intended to be equitably individualized.”\(^{243}\) The virtue of equitable discretion stems from the reality that criminal laws are by nature overinclusive and not intended to be fully enforced. Indeed, our system would literally cease to function under a regime of total enforcement. The overinclusiveness of law is inevitable; law cannot be captured through statute or judicial opinion in a perfectly particularized manner, and there is thus no dispute that the law as written does not perfectly capture “justice.” Thus, equitable discretion is not understood by moral philosophers as a flouting of the law, but as a necessary part of making it whole; that is, equity “may be regarded as a ‘correcting’ and ‘completing’ of legal justice.”\(^{244}\) Logically, then, the more potentially overbroad a rule of criminal liability and punishment, the greater the need for equity.\(^{245}\)

The history of American criminal justice, as well as mainstream moral philosophy, also suggests an important role for “mercy” by juries and judges in tempering criminal liability and punishment. Unlike equity, which is a necessary part of rendering overinclusive laws just, mercy is leniency granted by the grace of private persons beyond what justice alone demands or even allows. When a judge is merciful, he “imposes . . . a hardship less than [the offender’s] just deserts.”\(^{246}\) Martha Nussbaum describes it as “gentleness going beyond due proportion”\(^{247}\) and although it moves beyond justice, “mercy seasons justice.”\(^{248}\) It is an “important moral virtue,”\(^{249}\) one that shows compassion and a shared humanity; it “helps to check” our “narrow and self-involved tenden-


\(^{242}\) See Nussbaum, supra note 20, at 93 (“[P]articular judgments, superior in flexibility to the general dictates of law, should bend round to suit the case.” (citation omitted)).


\(^{244}\) Nussbaum, supra note 20, at 93 & n.19 (explaining that equity is part of justice, specifically that “[e]quity is putting law into the condition to which it aspires in the first place”).

\(^{245}\) See generally Bowers, supra note 243 (explaining the pedigreed concept of equitable discretion and exploring prosecutors’ general lack of expertise in the factors relevant to its exercise).


\(^{247}\) Nussbaum, supra note 20, at 97 (emphasis in original) (discussing Aristotle).


\(^{249}\) Murphy, supra note 246, at 176.
cies.”250 And it is a virtue our history embraces. In colonial days, when most felonies were punishable by death, juries often convicted defendants of lesser crimes—often at the prompting of judges—simply to spare them death or when justice would otherwise demand it based on their conduct.251 Mercy is alive and well in our pardon and clemency systems, in jury nullification, and in decisions by prosecutors and police to look the other way—not because prosecution or arrest would be unjust, but out of pity for a fellow sympathetic human being.252

The public recognition of the need for equity and mercy in American criminal justice, and the potential for mechanization to threaten it, is evident in the indignant reactions to suggestions over the years, particularly in the heady early days of artificial intelligence, to replace jurors and judges with robots or computers. In 1983, a computer journal floated the suggestion of replacing criminal jurors with robots, prompting a critic to respond: “Where would freedom of the press be . . . if John Peter Zenger had been tried by a robot jury?”253 And in responding to Harold Spaeth’s famous study that predicted thirty-three out of thirty-four Supreme Court decisions over a two-year stretch, a 1974 editorial titled “Computerized Justice” declared that “[t]he day judges and justices, whatever their human failings, give way to the machines is the day society comes apart. . . . When it comes to being judged, we’ll take our chances before a human being every time.”254

Although robot juries and judges are far from a reality, the state’s use of mechanization to close loopholes in detection, conviction, and punishment of the legally guilty places obvious pressure on the system’s ability to safeguard equity and mercy in several respects. First, authoritative proof itself may make the exercise of mercy rarer. Scholars have speculated that jury nullification might become a rare event if proof of guilt becomes increasingly certain through the use of DNA or neuroscience technologies.255 When a jury nullifies in a typical case, nothing about the general “not guilty” verdict signals whether the acquittal is based on extralegal considerations or on a belief in legal

250. Id.
251. See BIBAS, supra note 118, at 6–9, 23–24.
252. See, e.g., United States v. Acosta, 149 F. Supp. 2d 1073, 1075–76 (E.D. Wis. 2001) (discussing a criminal defendant’s right to a general verdict and the fact that special verdict forms are disfavored in criminal cases).
253. Tindall, supra note 170, at 65. Zenger, a subversive journalist in colonial America, was the victim of a political prosecution after he printed an unflattering report of a colonial governor, but was saved by a jury who nullified notwithstanding Zenger’s clear technical guilt on libel charges. Truth was not a defense to libel at the time. See The Trial of John Peter Zenger, U.S. Narl. Park Serv., http://www.nps.gov/feha/learn/historyculture/the-trial-of-john-peter-zenger.htm [https://perma.cc/T6UH-HNYU] (last visited Jan. 26, 2016).
255. See Julie Seaman, Black Boxes: fMRI Lie Detection and the Role of the Jury, 42 AKRON L. REV. 931, 932, 938 (2009) (speculating that as neuroimaging-based lie detection becomes more reliable, jury nullification may decrease); see also Roth, supra note 89, at 1693 (noting that jury instructions on the definitive nature of DNA or other scientific proof in a given case might discourage nullification).
innocence. The more authoritative proof becomes, the more obvious it will be that an acquittal is the product of nullification. And, of course, the shift toward streamlining through low-level proxy offenses that do not trigger the right to a jury trial has rendered less frequent the exercise of equitable and merciful discretion by fact finders. A judge might want to nullify, but unlike the jury, he is not a black box. He must place his factual findings on the record in open court, subject to appellate review.

The shift away from nullification in cases involving authoritative proof may be normatively desirable overall; juries nullify for all sorts of morally repugnant reasons, and frequent nullification would arguably do violence to the rule of law. These concerns may be heightened where the proof of legal guilt is overwhelming, rendering instances of nullification more obvious. Nonetheless, Justice Linde certainly seemed to think that the jury should have the chance to play its role in the “central myth” of a criminal trial without being hamstrung by a mechanical lie detector, however reliable.256 In any event, the shift is worth noting so that we do not close other safety valves assuming that nullification will safeguard equity and mercy in an era of increasingly authoritative proof.

One form of authoritative proof—the “red light camera”—offers a quirky but illuminating example of how the elimination of safety valves can be a latent, inadvertent consequence of the coupling of authoritative proof of guilt with a mechanical liability regime offering no safety valve in charging or punishment. In the first years after the daguerreotype’s invention in 1839, courts were already concerned that the new medium would render the jury obsolete. By “both promising and threatening to provide authoritative knowledge,” photographs “both promised and threatened to eliminate human judgment from the process of legal fact-finding.”257 In the twenty-first century, the red light camera has proven these concerns prescient. Despite their vast numbers,258 red light cameras have faced passionate criticism from certain portions of the American public, being labeled “trial by machine”259 or “robo-tickets.”260 The director of the New Jersey American Civil Liberties Union (ACLU) complained that “[i]f I’m speeding because my wife is going into labor, or I’m speeding because I’m drunk as a skunk, that distinction can’t be made by a machine.”261 Ultimately, this concern is one sounding in equity and mercy, and it has gained traction: ten states have banned red light cameras and thirteen others prohibit the use of

257. Mnookin & West, supra note 16, at 376 (emphasis added).
259. See, e.g., Romano, supra note 159 and accompanying text.
261. Romano, supra note 159 (emphasis added).
speed cameras, although with narrow exceptions. Other states have bills pending to defund their use or have rules prohibiting law enforcement or insurance companies from treating violations caught on camera as “points” against one’s license or rates. And the most recent federal transportation authorization bill prohibits states from using federal funds for such systems.

The red light camera system is not necessarily an example of an offensive mechanical liability regime. Indeed, it may save money and lives or prove a powerful tool for debiasing ticketing decisions otherwise made by human officers. These are empirical questions beyond the scope of the project. Red light tickets are also not offenses bearing the stigma of criminality. If there were an omniscient machine that detected every driver on the road with a BAC exceeding .08%—such as an ignition device that could cut the engine and automatically sent a criminal trial summons in the mail, the public may well be outraged. A similar result may occur if Virginia’s controversial reckless driving law, which imposes criminal punishment for exceeding eighty miles per hour, were subject to a regime of automatic arrest and punishment. But to be sure, some noncriminal automated enforcement regimes are clearly troubling in their overinclusiveness. For example, certain American school districts use automated attendance systems to refer students to truancy court automatically when the student has accrued a certain number of absences. As one disability rights group’s complaint alleges, the automatic enforcement aspect of the system results in “no room for correction if an absence should be excused because it is related to a student’s disability.” Ultimately, even the most seemingly innocuous proxies systematically overpunish if they are set with an eye toward minimizing false negatives and are triggered and executed in an automated way without a safety valve.

Numerous other mechanical proxies exist in the law that, if coupled with authoritative proof or a mandatory policy of prosecution or punishment, would jeopardize equity and mercy. With respect to some of them, this coupling has
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267. See Va. Code Ann. § 46.2-862 (2012). Under the Virginia statute, drivers will also be found guilty of reckless driving for exceeding the posted speed limit by twenty miles per hour or more. See id.

already occurred. Take statutory rape laws, viewed by many as a rational use of proxies in substantive criminal law. Although the paradigmatic offenders targeted by these laws centuries ago were older men preying upon young girls, this may no longer be the case. For example, 58% of those prosecuted for statutory rape in California in 1999 were under the age of twenty, and several states even prosecute consensual sex where both parties are underage. Under some statutory rape laws, legal scholars have recently pointed out that even an adult victim of nonconsensual rape by an underage perpetrator could be found guilty. The concern over such an absurd prosecution is not hypothetical; in certain instances, adult females with severe cognitive limitations have been charged with statutory rape under circumstances that suggest they themselves did not consent. These controversial prosecutions appear to be the result of prosecutorial charging policies that leave insufficient room for equitable discretion. But the reason such a policy is so problematic is that it is coupled with a mechanical liability regime that has eliminated complex human judgment at the jury stage by using age as a proxy for lack of consent, which would otherwise be a jury issue. One could imagine the same issue arising with other mechanical proxies embedded in state criminal codes, including sentencing enhancements based on the victim’s age, distinctions in larceny and destruction of property liability based on amount of loss, distinctions between drug infractions and drug misdemeanors based on quantity of drug, tax evasion liability based on amount of withheld tax, and laws criminalizing underage drinking.

Finally, restraints on judicial discretion clearly threaten a layer of equitable and merciful discretion that the system would otherwise have. It is hard to argue with the sentiment that the federal sentencing guidelines—literally capable of execution by computer program—rendered judges no more than “automa-


271. See Christopher & Christopher, supra note 270, at 547-49.

272. See, e.g., CAL. PENAL CODE § 368(2)(B), (3)(B) (West 2014) (enhancing sentence by five or seven years if the victim is seventy years of age or older).

273. See, e.g., id. § 487(b)(3) (grand larceny if theft by agent, servant, or employee totals $950 in the aggregate over a twelve-month period); id. § 594(b)(1) (increasing vandalism fines for damage exceeding $400).

274. See, e.g., CAL. HEALTH & SAFETY CODE § 11357(b)-(d) (West 2014) (distinguishing marijuana infractions based on whether possessed amount is above or below 28.5 grams).

275. See, e.g., CAL. REV. & TAX CODE § 19701(a) (West 2014) (assigning fines for falsifying documents that result in a tax liability of $15,000 or more).

276. See, e.g., CAL. BUS. & PROF. CODE § 25662(a) (West 2014) (classifying underage drinking as a misdemeanor, punishable by fines or community service).
tons." When they were binding. Nonetheless, frequent attempts by the judiciary to critique the guidelines as "machine justice" or "push button justice" before Booker all failed. To the supporters of guidelines and mandatory minimum sentencing, the restraint was a feature, not a bug. Nonetheless, studies with real federal juries found that jurors' recommended sentences were significantly lower than the guidelines' range, further confirming that the push for uniformity led to overpunishment. In any event, as with other discretionless regimes, the removal of judicial discretion to exercise equity and mercy becomes more problematic as the rest of the system, before it reaches the judge, becomes more mechanical as well.

C. MISSING MECHANIZATION

A final, and ironic, problematic consequence of the results-oriented deployment of mechanization is the lack of mechanization in areas where it is not as clearly a tool for reducing false negatives but still would be a powerful tool for increasing accuracy and objectivity in criminal adjudication.

1. Debiasing Testimony

The first context in which the uneven focus of lawmakers, law enforcement, and interest groups on false negatives may have stifled mechanization as a potentially more powerful debiasing tool is in the rendering of proof. The lack of a systematic, nationwide policy of body-worn cameras on every police officer in the United States is a failure of imagination and policy. Numerous issues would have to be resolved in terms of cost, preservation, and discovery procedures, as well as ensuring that officers could not determine when and where to turn off the cameras. But there seems to be a bipartisan consensus growing for their deployment, and the fact that it has taken from the 1980s, when videotape first became available, seems, in part, a predictable result of a contingent approach to mechanization. The failure to grant defendants greater access to potentially authoritative and searchable forms of proof, such as DNA

277. See Stith & Cabranes, supra note 127, at 169; see also Lee Anne Fennell, Between Monster and Machine: Rethinking the Judicial Function, 51 S.C. L. Rev. 183, 208 (1999) (describing the guidelines as turning judges into "justice machine[s]").


databases and facial recognition software, to buttress third-party perpetrator defenses or to check the accuracy of statistics used by law enforcement to prove identification from pattern match evidence, is also a predictable consequence of state-run data collection; “[l]ike gluttons, the government will collect everything it can; and like misers, it will keep the data and its operations secret.”

The absence of automation in match calling and match statistic reporting in forensic pattern evidence disciplines other than DNA has also increased the likelihood of false positives, or at least a falsely inculpatory portrayal of evidence, before juries. Subjective human judgment in forensic fingerprint and toolmark analysis potentially leads to errors in at least three ways. The first is through contextual bias, when human analysts’ match calls are affected by irrelevant case-related information or having seen the reference sample. As the National Academy of Sciences concluded in a 2009 report, “there is no good evidence to indicate that the forensic science community has made a sufficient effort to address the bias issue.”

Second, subjective judgment can cause error through inaccuracies in match calling based on imprecision and human error. For example, toolmark analysts (along with experts in similar disciplines like facial recognition) use a “look method” to determine, based on their professional judgment and experience, whether a projectile matches a particular firearm. As one researcher noted in a patent application for his toolmark analysis software, the “look method” is “very timeconsuming,” requiring a “high level of training and skill” for credibility.

In latent print analysis, examiners must make difficult subjective judgment calls about whether deviations between two samples are true differences or artifacts of a compromised sample, such as a smudge. One researcher on bias in forensic examinations found that only 16% of fingerprint experts observed the same number of minutiae when analyzing the same latent mark twice, and nearly half had three or more differences between one examination and the other.

Third, subjective forensic pattern identification analysis can erroneously infer individualization based on false assumptions or ignorance about the variability of patterns in the population. Fingerprint, toolmark, and facial recognition examiners describe the significance of a match in highly subjective terms, such as “reasonable degree of ballistic certainty” or declaring a match “to the exclusion of all other firearms in the world.” At best, toolmark analysis
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282. NAT’L RESEARCH COUNCIL OF THE NAT’L ACADS., supra note 82, at 8–9 n.8.


involves a human examiner who “is generally unable to quantify his or her level of certainty or the probability of making an erroneous conclusion.”\textsuperscript{286}

Expert interpretive software, with the proper safeguards to ensure transparency and accuracy in its code and assumptions, would help minimize all three sources of human error. First, computer software could be programmed in a way to exclude all irrelevant case-related information from the inquiry and to reveal details in a sequential fashion. To the extent case-related information should be considered at some point, it could be added at the end after a more objective assessment of the evidence has been completed. Second, computer programs and databases could help uniformly label characteristics of patterns using set criteria—DNA genetic markers, fingerprint “whorls” and “loops,” and tool ridges and projectile striations—making the declaration of a match more objective. Companies have secured patents for automated programs to call toolmark matches based on three-dimensional imaging.\textsuperscript{287} Third, software and databases could be used to help determine the statistical significance of a match by assessing the variability and rarity of various characteristics in the population at large. Much work on population statistics has been done in the DNA context, which is why DNA analysts are able to report match probabilities to juries, rather than simply statements of individualization “to a reasonable degree of certainty.” If properly subjected to reliability safeguards and human checks, automated interpretation software seems to hold promise for making expert interpretation of pattern software more accurate, which is a win for the state and defendant alike.

2. Debiasing Juries

Although the state’s focus on reducing false negatives has led to checks on the jury’s complex human judgment in the form of mechanical proxies for criminality, it has stifled the development of mechanization that might be seen as intruding upon the jury’s determination of credibility. It is helpful to remember the lofty, if unrealistic, goals of those in the artificial intelligence movement who first suggested “robot juries.” In 1983, the General Robotics Corporation began a national campaign to give litigants in federal criminal cases the option of having their cases adjudicated by an “electronic jury” rather than human jury.

In an apparent near-parody of its position, the company nonetheless touted a robot jury’s fairness and objectivity:

We are attempting to replace the warm, living, human juries with a cold, dead, robot jury so that citizens may have a plain and speedy adjudication or arbitration of their disputes . . . . Our slogan is ‘Equal Justice Under the Law,’ which will be a welcome relief to anyone who has ever had a trial by jury. . . .

\textsuperscript{286} Automated Sys. Patent, \textit{supra} note 283, at [2].
\textsuperscript{287} See, e.g., id. at [7]; see \textit{generally} Cork, \textit{supra} note 285, at 194–95 (noting new proprietary algorithms that employ three-dimensional toolmark imaging).
We want to quantify what has been an emotional, prejudicial process and make it objective.  

Although a true robot jury would be problematic for reasons discussed earlier, a ban on mechanization that might help debias the jury’s credibility determinations is a mistake. The hurdle, for now, is that courts have almost universally rejected so-called lie-detection evidence of credibility at trial on grounds that it is unreliable or that, even if reliable, it would usurp the jury’s credibility-determining role. In its most recent pronouncement on the polygraph, a plurality of the Supreme Court has opined both that jurors “are presumed to be fitted” for “[d]etermining the weight and credibility of witness testimony” by “their natural intelligence and their practical knowledge of men and the ways of men,” and that, regardless, a “fundamental premise of our criminal trial system is that ‘the jury is the lie detector.’”  

Although both of these objections deserve serious treatment, they have answers, and neither should stop lawmakers or courts from thinking creatively about how results of credibility aids might be incorporated, in a less tyrannical way, as an anti-bias measure at trial. Indeed, there is little dispute that the jury is quite inaccurate at lie detecting. Among its other frailties, the jury is tainted by implicit racial bias; the fact that a vast percentage of white spectators found homicide victim Trayvon Martin’s girlfriend Rachel Jeantel incredible as a witness may well be an example of a well-documented cross-racial “demeanor gap” rather than a result of the jurors’ “natural intelligence.” Nor is it the case that the public necessarily believes in the jury’s ability to ferret out lies. The myth that “lie detecting is what our juries do best” may no longer be tenable in the age of science-based convictions and exonerations. Nor is the jury particularly skilled at determining when witnesses are sincere but mistaken, as recent empirical studies on eyewitness identification testimony have shown.
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Some courts have expressed concern that polygraph examiner testimony would have a mesmerizing and therefore prejudicial effect on the jury because of the polygraph’s apparent mechanical provenance. As Part II’s discussion of the “man behind the curtain” phenomenon made clear, this concern is understandable. But if the polygraph’s status as “machine” is a social construct to begin with, one would think it could be deconstructed as well. Judges might allow expert testimony about skin conductance and its limited association with deception with clear jury instructions to prevent abuse. One legal scholar in the 1980s offered guidelines for helping jurors use Bayesian reasoning to incorporate polygraph results into their credibility determinations without being overly swayed by them.297 With such safeguards, polygraph examiner testimony would not be substantially different in this respect from expert testimony on eyewitness identifications, false confessions, psychiatric disorders, gang practices, or other issues in which jurors must draw inferences based on “base rates” (such as, for example, studies estimating what percentage of cross-racial eyewitness identifications are erroneous). Courts could also selectively admit polygraph examiner testimony only when offered by a defendant, as some scholars have suggested.298 After all, some automated deception detectors have different error rates depending on whether they are detecting the truth or lies.299 One defense neuroimaging expert testified in a recent admissibility hearing that No-Lie MRI had only a 7% false negative rate.300 And states could condition admission of polygraph results on disclosing how many tests the defendant took to eliminate the concern that a defendant can simply undergo as many tests as it takes to get an exculpatory result. If we care about reducing false positives (wrongful convictions) and have reason to believe the jury is a particularly incompetent lie detector, it is not obvious why modest lingering reliability concerns about the polygraph should preclude admission entirely when safeguards to educate the jury are in place.

3. Debiasing Judges

There is no question that human judges—if left to their own devices completely—often sentence in biased and irrational ways based on factors that reflect racial bias or other considerations irrelevant to blameworthiness or


298. See, e.g., Seaman, supra note 255, at 939 (“[I]t is unacceptable to sacrifice truth—to convict a factually innocent defendant, say—in order to preserve some notion of legitimacy or protection of jury fact-finding . . . .”); George C. Thomas III, “Truth Machines” and Confessions Law in the Year 2046, 5 OHIO ST. J. CRIM. L. 215, 227 (2007).

299. See, e.g., Tommaso Fornaciari & Massimo Poesio, Automatic Deception Detection in Italian Court Cases, 21 ARTIFICIAL INTELLIGENCE & LAW 303, 320 (2013) (describing text-analysis software that accurately detected lies about 53% of the time and the truth about 75% of the time).

risk.\textsuperscript{301} If mechanization could enhance judicial decision making to make it truly more uniform and reflective of legitimate purposes of punishment, its mechanical nature should not deter the system from using it. State sentencing guidelines, for example, appear to have increased uniformity of sentences without dramatically and immediately increasing prison growth in a way that seems unreflective of community norms.\textsuperscript{302} The Arnold Foundation’s Public Safety Assessment—discussed in Part I—is a good candidate for a rational-expert system that could be used in both sentencing as well as the bail context. Significantly, the assessment avoids reliance on the very types of irrelevant factors that scholars have found objectionable in the evidence-based sentencing context and has decreased incarceration rates with no negative effect on public safety. Yet, so long as influential sentencing guidelines and evidence-based sentencing guarantee harsher penalties, there will surely be little political will, at least on the part of state legislatures, to fund, implement, and much less require, a validated public safety assessment for sentencing.

Nor has there been significant interest in the United States in so-called “Sentencing Information Systems” (SISs). SISs attempt to increase uniformity within individual judges’ decision making by showing judges, using computer software, what they or other judges have done in similar cases\textsuperscript{303} SISs would add a layer of uniformity to judges’ assessments of moral blameworthiness, and not simply risk assessment, the latter of which critics claim is overemphasized by the use of actuarial instruments. Yet to date, only one jurisdiction in the United States has attempted to use an SIS.\textsuperscript{304} There may be serious questions about such programs, including automation bias concerns, but they are popular in other countries. Indeed, judges in some nations have endorsed computer-assisted sentencing as a means of maintaining judicial independence rather than

\textsuperscript{301} See, e.g., Sonja B. Starr & M. Marit Rehavi, Mandatory Sentencing and Racial Disparity: Assessing the Role of Prosecutors and the Effects of Booker, 123 YALE L.J. 2, 4–6 (2013) (finding that racial disparities after United States v. Booker, 543 U.S. 220 (2005), did not increase but continue to persist following expansion of judicial discretion).

\textsuperscript{302} See Langer, supra note 195, at 278–79 & n.219.


\textsuperscript{304} See Michael A. Wolff, Missouri’s Information-Based Discretionary Sentencing System, 4 OHIO SR. J. CRIM. L. 95, 99 n.19 (2006) (stating that the purpose behind Missouri’s system is similar to that motivating SISs—that is, to provide judges with sentencing-information from judges in similar cases) (citation omitted). Judges have not widely used the system, however. See Ryan W. Scott, How (Not) to Implement Cost as a Sentencing Factor, 24 FED. SENT’G REP. 172, 174 (2012) (reporting that only 13.5% of Missouri judges “regularly” use information from the state database when considering plea agreements) (citation omitted).
II. TOWARD A “BIOTECHNIC” CRIMINAL ADJUDICATION

This Part suggests guiding principles for a systems approach to machine-age criminal adjudication that consciously seeks to promote man–machine collaboration wherever it would best advance systemic values, and that allows man and machine to help each other be their best “selves.” The goal is an approach that is “biotechnic,” Lewis Mumford’s term for a paradigm in which mechanization enhances preexisting human goals, rather than a “megatechnic” approach that pursues mechanization either for its own sake, or alternatively, for the narrowly defined strategic interests of the powerful.

A. TRIAL BY CYBORG: A SYSTEMS APPROACH

David Brooks recently suggested that “[o]ur identity as humans is shaped by what machines and other animals can’t do.” One might think, then, that the way to design a criminal adjudication system for the future would be to simply list the comparative advantages of humans and machines and delegate tasks to each accordingly: credibility determinations are rendered by the jury, punishment is rendered by computer, and so on. In 1951, the National Research Council developed a heuristic called “Fitts’ List” that attempted to reduce to a set of rules the “cognitive niche” of men and machines—and the list is precisely as one would expect: humans are good at complex, individualized judgment requiring tacit understanding and knowledge, whereas machines are good at power, speed, uniformity, and precision.

But as the previous Parts make clear, humans are sometimes their best selves when checked by or intertwined with machines, and vice versa. Researchers have written in the systems engineering context about the dangers of so-called
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“MABA-MABA” lists. Instead, man–machine interface designers should focus on what men and machines can do when enhanced by the other, and then ask, “how do we make them get along better?” Historian David Mindell writes that “[t]he most advanced (and difficult) technologies are not those that stand apart from people, but those that are most deeply embedded in, and responsive to, human and social networks.”

Accordingly, we could think of our system as one of “trial by cyborg”—bionic experts, juries, and judges, rendering enhanced, humane justice. The “trial by cyborg” concept may seem utopian, given the way that mechanization has been coopted by the state in the past. But as Donna Haraway writes in her Cyborg Manifesto, we should perhaps be skeptical of any “demonology of technology” that denies us the ability to imagine a “[c]yborg imagery” that might “suggest a way out of the maze of dualisms” that has, after all, led to oppressive criminal justice practices.

The concept of “trial by cyborg” should hopefully reveal a new host of possibilities for enhancing testimony and jury and judge decision making. Instead of taking every task now completed by a human bailiff, clerk, probation officer, or parole board member and asking how it might be replaced by automation, we could be taking each task and asking how it might be humanely enhanced by automation. Perhaps we should use expert systems with databases, much like those incorporated in SISs, to assist in determining the admissibility of scientific evidence, a context that appears to have a pro-prosecution bias. Perhaps we should use text analysis software, now in beta testing in Europe, as another data point to help jurors determine whether a witness is lying. Perhaps we should embrace the work of IBM, the creator of the computerized Jeopardy champion “Watson,” for building supercomputers that offer real-time fact checking of statements made by witnesses on the stand.

The ultimate wisdom of these suggestions will depend on whether such automation could be incorporated into decision making while safeguarding against automation pathologies, along with all the usual policy questions of whether the increase in accuracy or uniformity or efficiency is worth the cost to other values. The point for now is that by shedding “MABA/MABA” thinking,
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we allow ourselves to consider biotechnic enhancements of adjudication without clinging to romanticized or archaic notions of what humans can do on their own—or fear-based notions of what machines might do on their own.

B. ENSURING OBJECTIVITY AND ACCURACY

1. Front-End Design and Regulatory Safeguards

Our criminal justice system should systematically implement front-end regulatory safeguards to better ensure fairness and accuracy of mechanical and algorithmic proof. In the Fourth Amendment context, Daphna Renan has discussed the need for administrative safeguards to assess the impact of surveillance on privacy, given the disconnect between the realities of modern surveillance and the transactional “one-off” nature of Fourth Amendment analyses. 318 The extensive regulation of breath-alcohol machines, with requirements that follow best practices guides from scientists, offers a glimpse of the potential for regulatory safeguards. 319 Other examples would be protocols requiring that videotaped confessions use particular camera angles and lighting settings or remove officer discretion in terms of timing of the recording, prohibition on editing, and the like.

With respect to software evidence, states could also develop, design, and disclose safeguards, such as tests for pursuing intentional miscoding by “rogue programmers,”320 and—regardless of whether source codes remain proprietary—enable “[r]uthless public scrutiny”321 of the assumptions and value judgments underlying software and actuarial instruments, above and beyond existing validation studies. Software could also be designed with interfaces that make explicit, and delegate to the human operator, the value choices being made. David Mindell uses the example of a Google-automated car in which a human driver could turn a knob labeled “risk” to go faster to get to a meeting on time, tolerating the higher likelihood of an accident.322 One could imagine a similar

318. See generally Daphna Renan, The Fourth Amendment as Administrative Governance, 68 Stan. L. Rev. (forthcoming 2016) (explaining the need for programmatic probable cause analysis to govern large-scale search policies and algorithms, rather than traditional, transaction-based probable cause analysis).

319. For example, California requires that forensic alcohol analysts be licensed with the state’s Department of Health, 17 Cal. Code Reg. §§ 1215.1(k), 1216(a), 1216.1 (2014), and mandates that technicians run a blank sample once daily that shows less than .01% blood alcohol concentration if the machine is to be used. See id. §§ 1220.1–3. The National Highway Transportation Safety Administration prohibits states from using machines other than those listed as approved in the Federal Register. See Conforming Products List of Alcohol Screening Devices, 77 Fed. Reg. 35,747, 35,748 (June 14, 2012).

320. See Jane Huffman Hayes & Jeff Offutt, Recognizing Authors: An Examination of the Consistent Programmer Hypothesis, 20 Software Testing, Verification & Reliability 329, 330 (2010) (discussing the possibility of identifying specific software programmers based on their respective programming styles).
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interface for TrueAllele so that operators, litigants, and jurors understand the riskiness of reaching a definitive conclusion with a particularly compromised DNA sample. Such front-end safeguards should be “dynamic” rather than “static,” continually updated by local stakeholders and reviewers in light of new information about the reach and effects of a technology, law enforcement needs, and levels of compliance.323

We should also implement best practices and perhaps statutory requirements that combat automation complacency in human operators of, or collaborators with, machines and consumers of machines and machine output. In doing so, we should draw upon newly emerging fields such as ergonomics, “human factors engineering,” and “adaptive automation” to design automation that “injects a dose of humanity into the working relationships between people and computers.”324 Techniques for ensuring that human judgment is not overborne by machines include “regular feedback,” giving pertinent information “without recommending specific courses of action,” or giving “alternative interpretations, hypotheses, or choices.”325 For example, one legal scholar suggested that criminal sentencing be bifurcated, with judges rendering a moral blameworthiness-based sentence first, then using actuarial instruments in a second, independent stage to determine conditions of supervised release or to determine which offenders, notwithstanding blameworthiness, might be good candidates for diversion programs.326 With such safeguards, probability models and measurable information can “provide a framework within which people exercise judgment,” rather than replace such judgment.327 With the right safeguards, “[v]aluing only what is measurable is not an inevitable consequence of using actuarial methods.”328

Our system also needs to implement a systematic check on the state’s tendency toward ineptitude in translating complex judgments about moral blameworthiness into determinable proxies. One solution would be a presumption against machine-measurable numerical proxies or bases for sentencing enhancements unless they are subject to some level of scientific peer review, say, by the National Research Council or the well-regarded, bipartisan National Commission on Forensic Science.329 It is hard to imagine that the current wave
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of per se DUI marijuana laws, or federal sentencing enhancements that to this day treat methamphetamine distribution as significantly worse than powder cocaine distribution, would survive such peer review.

To be clear, the answer is not to forego mechanical proxies entirely. Machines can be allies in tackling complex problems not because they make things simpler, but because they enhance our own unique human experience with powers of perception, speed, and precision that humans could not dream of attaining unaided. That is what breath-testing machines did for the crash-risk studies that led to .08% BAC laws, which might be the closest thing American criminal law has to a liability-regime-by-cyborg. That is what the Public Safety Assessment is apparently doing for bail determinations in some cities. And that is perhaps what some new machine, perhaps yet to be invented, will do for the drugged driving problem.

2. Back-End Adversarial Safeguards

American criminal procedure and evidence law offers, at least in theory, meaningful ways of ensuring the reliability of human witnesses, from the oath,\(^{330}\) to the Confrontation Clause,\(^{331}\) to the hearsay rule,\(^{332}\) to rules facilitating impeachment, to the federal Jencks Act\(^{333}\) and its state analogs that require disclosure of prior statements of witnesses for impeachment purposes. But these courtroom safeguards, designed for human witnesses, do little to meaningfully allow defendants to test the reliability of evidence that is not individualized, such as forensic drug reports.\(^{334}\) As David Sklansky has noted, none of the hundreds of wrongful convictions underlying DNA exonerations in this country appear to have been the result of the inability of a defendant to cross-examine a forensic expert.\(^{335}\) And such courtroom safeguards also seem an awkward fit for machines themselves.\(^{336}\) Does an Intoxilyzer printout have “credibility” to be
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\(^{330}\) To be deemed competent to testify in court, a witness must swear an oath. See, e.g., Fed. R. Evid. 603. Of course, some witnesses are hearsay-declarants whose statements might be admissible under a hearsay exception even though the statements were not made under oath.

\(^{331}\) The Confrontation Clause of the Sixth Amendment, as currently interpreted by the Supreme Court, prohibits the prosecution from introducing the “testimonial hearsay” of an absent declarant, unless the declarant is unavailable and the defendant had a prior opportunity to cross-examine him. See Crawford v. Washington, 541 U.S. 36, 68–69 (2004).

\(^{332}\) See, e.g., Fed. R. Evid. 801, 802 (excluding out-of-court statements of declarants to prove the truth of the matter asserted in the statement, with numerous exceptions).

\(^{333}\) See 18 U.S.C. § 3500(b) (2012) (requiring disclosure of substantially verbatim prior statements of witnesses on the subject matter of their testimony before they testify, for potential impeachment value).


\(^{335}\) See David Alan Sklansky, Hearsay’s Last Hurrah, 2009 Sup. Ct. Rev. 1, 18.

\(^{336}\) See Brian Sites, Rise of the Machines: Machine-Generated Data and the Confrontation Clause, 16 Colum. Sci. & Tech. L. Rev. 36, 42 (2014) (lamenting that the Confrontation Clause bestows “no right to cross-examine the operators of many modern machines”).
impeached, and is it something that could “confront” the defendant it is “accusing”? Some defendants in cases involving automated proof have argued that the Confrontation Clause and the rule against hearsay require the disclosure of source code and other materials critical to assessing the reliability of machine output. Scholars, too, have suggested the need to broadly construe the Confrontation Clause as “safeguarding the ability of a defendant to probe and to fight back against the evidence offered against him,” rather than as simply guaranteeing cross-examination and physical confrontation of live witnesses. Under this interpretation, confrontation should require that algorithms used to build a case for arrest, guilt, or punishment must be open source, at least to the extent necessary to allow the scientific and legal community to meaningfully scrutinize the otherwise hidden human errors, manipulation, and subjectivities embedded therein. Other researchers have written passionately about the need for open source codes for any computer programs used in scientific research to ensure a minimal level of accessibility and scrutiny. Thus far, however, every court to have addressed the issue has ruled that machine output or source code is not an “assertion” for purposes of the hearsay rule and not “testimonial” for purposes of the Confrontation Clause. Because the accuser is simply a machine rather than a person, neither the Sixth Amendment nor the rule against hearsay has anything to say about the ability to be confronted with the raw data the machine spits out or the code that programmed it in the first place. As one court put it, “an algorithm cannot be cross-examined.”

I address the application of traditional doctrines of impeachment and confrontation to mechanical witnesses in future work. And a detailed treatment of the topic is beyond the scope of this project. Suffice it to say that adversarial testing of machines and algorithms will require meaningful defense and researcher access to materials necessary to test the reliability of algorithms, whether by statutory right or constitutional obligation.
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C. PROTECTING “SOFT” VALUES

A just system of criminal adjudication in the machine age will also implement systematic checks on threats to dignity, equity, and mercy. This is obviously no easy or simple task, and its full treatment is beyond the scope of this Article. It will surely require drawing from a range of tools, such as constitutional enforcement; judicial opinion writing and shifts in jury instructions; statutory and regulatory safeguards; agency culture shifts through education and hiring practices; and public education and direct action. Solutions might even come from markets or pressure on markets. Someone has to make body-measuring devices, for example. The “Monarch 21 PPG,” an “FDA approved penile plethysmograph” with a butterfly logo on its “convenient carrying case” for stimuli-viewing goggles, is manufactured by Behavioral Technology, Inc. (BTI). 343 The public could pressure BTI not to sell its product for use in probation and parole revocation hearings, just as the public has pressured drug manufacturers not to sell their product to states for use in lethal injection. 344

One way to check violations of dignity is, perhaps ironically, to expand the scope of a potentially invasive form of mechanization to reach populations that otherwise have a privilege of criminality because they are not currently surveilled under the status quo combination of “hot spot” surveillance and a subjective, “individualized suspicion” framework of policing. Scholars have proposed, for example, random surveillance of high-income neighborhoods 345 or universal DNA databases 346 as tools to remove bias from policing. Unlike the human error that plagues suspicion-based criminal investigation, 347 random error from mechanical processes is “refreshingly democratic.” 348 Along the same lines, Paul Butler has noted that the “electronic nose,” a new device for detecting narcotics, “would have the interesting, and beneficial, potential to equalize drug law enforcement and reduce racial disparities.” 349 Although such suggestions might be inefficient and costly and would need to be checked themselves for input biases, 350 their consideration would lead to more open and
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honest debates about the dignity interest implicated by invasive genetic or photographic surveillance practices.

States could also require agencies seeking funding for, or deployment of, body-measuring devices or surveillance techniques to first submit a dignity impact statement of the likely effect on the dignity of the subject. Such a solution would require thoughtful consideration of how to avoid what administrative law scholars call the “secondary mandate” problem, in which agencies’ compliance with decision process requirements is compromised by their desire to fulfill their primary mission instead. The answers might lie in ensuring independence from law enforcement of the agencies responsible for mechanization’s design, increasing the public transparency of choices, and changing agency culture through hiring criteria or training.

In the absence of an unprecedented legislative shift away from proxy crimes, the safeguarding of human safety valves in liability and punishment will require an increase in the power of other actors—police, prosecutors, juries, and judges—to exercise equitable and merciful discretion. Judges, or the public through constitutional referendum, could more explicitly embrace jury nullification as a legal right, and even disclose potential penalties to jurors, to alleviate pressure to conform in cases involving authoritative proof. Prosecutors should be trained in mental illness, drug addiction, implicit bias in policing, and a host of other factors potentially relevant to the exercise of charging discretion, and could even, as Josh Bowers has suggested, outsource that call to jurors. Only such a systems approach can ensure that the “red light camera problem”—the inadvertent loss of equitable discretion through the modern interplay of rule-based liability and authoritative proof—does not continue to be replicated in a criminal context.

D. INTERROGATING AUTOMATION’S ABSENCE

As section II.C explored, the use of machines in crime detection and proof, when automation pathologies are in check, can be a powerful tool for avoiding wrongful convictions based on the type of proof that relies on human witnessing
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and interpretation, such as confessions and eyewitnesses. It can also be a powerful tool for correcting implicit and explicit racial and other bias in juries and judges. A just system of criminal adjudication for the machine age would thus systematically assess whether a form of mechanization is being deployed to its fullest as a debiasing tool. If TrueAllele exists for DNA but no such program exists for toolmarks, or if surveillance cameras exist in certain contexts but not others, why is that, and who benefits from such lack of mechanization or romanticization of unenhanced human judgment? If powerful interests benefit, chances are that some form of equitable surveillance should be considered. Some forms of equitable surveillance are surely necessary already—body-worn cameras, for example—whereas others will make themselves known when the time comes.

CONCLUSION

When a Wall Street Journal reporter asked A.L.I.C.E.—the Artificial Linguistic Internet Computer Entity—whether “she” would serve on a jury, the computer responded, “I am not so sure if I would like to serve on a jury.” Who can blame her? Moral condemnation of a criminal defendant is, and should be, difficult. According to one historian, humans find it so difficult that the “reasonable doubt” instruction was created to coax hesitant jurors to condemn defendants to die even in the absence of metaphysical certainty. But in a landscape where mechanization has developed in a contingent way skewed toward overpunishment, jurors and judges are being treated as if they need not exercise moral judgment at all. They are being treated, that is, like machines. Although mechanization holds much potential for enhancing accuracy and fairness in adjudication, we should not allow it to eliminate moral condemnation from the equation. Rather, we should harness it to better identify those worthy, or not worthy, of moral condemnation.

Of course, scientists now speak of the inevitability of the so-called “Singularity”—the day computers become smarter than humans. When that day comes, we may well have literal robots as witnesses, jurors, and judges. Indeed, our entire existence might be moot. Until then, however, if we want complex individualized judgment to be a part of criminal adjudication—if we want moral condemnation to retain its rarity and gravity and signaling effect—while also

harnessing mechanization as a powerful debiasing tool, we will need to embrace a new vision of “cyborg” expert witnesses, juries, and judges. We should reject both a romanticized view of the virtues of unaided human justice and a fetishistic or statist view of the virtues of mechanical justice. As the rise of machines continues, the real “trial by machine” to fear, at least for now, is not that envisioned by paranoid instrument fetishists. Rather, to paraphrase Pogo, we have seen the Machine, and it is Us.