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I. PRIVACY

In August 1960 William L. Prosser published a remarkable analysis of privacy in the California Law Review.1 Prosser addressed the privacy tort's increasing complexity, its myriad purposes, and its transformation into an overly broad scheme of liability. Responding to these issues, Prosser proposed four distinct privacy torts: the intrusion upon the plaintiff's solitude, a public disclosure of embarrassing facts, a public distortion of the plaintiff's public image, and an appropriation of the plaintiff's specific characteristics.2

Prosser analyzed privacy against the background of American experiences. Consequently, his views were shaped by the American legislative and judicial context. But none of the developments Prosser described is a singularly American phenomenon. Prosser's reference to Warren and Brandeis's 1890 article in the Harvard Law Review3 could just as easily have been expanded with references to German cases concerned with the "right to be left alone."

---

2. Id. at 389.
Thus, similar privacy concerns are expressed in decisions of the Reichsgericht, the German Supreme Court, in the 1920s. In those cases, irrespective of whether the plaintiff was the President of the German Republic, its Defense Minister, the Count Friedrich von Zeppelin ("father" of the first large dirigible airship), or a less prominent person, the Court focused, as in the United States, on the right "to be let alone."

Moreover, the cause was identical in Germany and the United States. In both countries, a concern for privacy was spurred by the rapid expansion of mass media. In the United States, Warren and Brandeis's famous article addressed this issue, and in Germany, the equally well-known cases of Friedrich Ebert and Gustav Noske confronted the same questions. Once more, the media's activities demand that privacy be acknowledged and respected. Prosser's definition of the privacy torts and the comparable efforts in Germany to identify the applicable rules are all responses to the far-reaching repercussions of a communication process increasingly dominated by mass media.

II.

THE RIGHT TO PRIVACY IN GERMANY AND THE EUROPEAN UNION

A. The Right to Privacy in Germany

Despite Warren and Brandeis's emphatic pleas for privacy and the nearly simultaneous requests of Gareis and von Gierke to protect privacy, the resistance to privacy proved fiercer in Germany than in the United States.

The German Civil Code's basic provision for tort liability, section 823, paragraph 1, starts by addressing the infringement of enumerated rights such as property, health, or freedom. But the paragraph closes with a general reference to "other rights." Therefore, all the Courts needed to do was to simply extend the "other rights" concept to include privacy. Instead an openly negative reaction prevailed for mainly two reasons. First, the Courts wanted to avoid judgments that could be perceived as ignoring the legislature's decision. The German legislature had indeed expressly rejected all attempts to join the Swiss pioneer efforts (section 28 of the Civil Code) in unequivocally guaranteeing

---

5. Id.
6. Reichsgericht, RGZ 74, 311 – Entscheidungen in Zivilsachen (1911).
7. THOMAS M. COOLEY, A TREATISE ON THE LAW OF TORTS 29 (2d ed. 1888).
9. OTTO VON GIERKE, DEUTSCHES PRIVATRECHT 703 (1895).
Consequently, in the eyes of most justices, to read the "protection of personality" into section 823, paragraph 1, would overtly bypass the legislature's intent. Second, privacy cases often involved important political leaders such as the President of the Republic and the Defense Minister. The Courts did not want to step into a politically charged discourse, particularly given a regime as unstable and distrusted as the Weimar Republic.

Nonetheless, despite their refusal to openly correct the lack of a tort-based privacy protection, the Justices hoped to craft a solution that would allow them to shape the law on their terms. Hence, they formally relied on the two explicit instances in which the legislature had indeed permitted a privacy defense: "name" and "picture," both understood as essential characteristics of a "life-picture." In some cases the Justices also sought refuge in the general duty to compensate for damages caused by offending good morals. Thus, instead of finding a simple privacy right, a more complicated path was taken by relying on these potential reference points in order to justify judicial interventions. However, these interventions hardly coped with the mass media's growing influence.

The initial approach was due to a growing recognition of the need to assert political and legal principles that ensure the individual's dignity in a democratic society that changed radically in the 1950s. In May 1954 the Bundesgerichtshof, the German Federal Supreme Court, ordered a weekly newspaper to republish in its news pages a letter, parts of which had originally been brought in the "Letters to the editor," that corrected an error regarding a newly established bank. The Court justified its decision through a direct reference to the constitutionally guaranteed duty to respect the claimant's dignity and to not infringe a free development of his person. Thus, the Federal Supreme Court clearly redefined the perception of privacy and settled the acknowledgment of "a right of personality." Moreover, the Court indicated that any changes to privacy protection must comply with Articles 1 and 2 of the

12. Bürgerliches Gesetzbuch [BGB] [Civil Code], Jan. 1, 1900, RGLB. 1896 at 195, § 12 (Ger.).
13. Kunsturhebergesetz [KUG] [Act on the Protection of the Copyright in Works of Art and Photographs], Jan. 15, 1907, BGBL. III/FNA at 440–43, § 23 (Ger.).
17. Bundesverfassung [BV] [Constitution], art. 1, para. 1 (Ger.).
18. Id., art. 2 para. 1.
that any changes to privacy protection must comply with Articles 1 and 2 of the Constitution.

In an equally path-breaking judgment, the Bundesverfassungsgericht, the Federal Constitutional Court, confirmed the Federal Supreme Court’s opinion and clarified that the constitutional guarantee of privacy tolerates no distinctions between public authorities and private persons or institutions. Hence, a priori exemptions of specific areas or activities from privacy protection are as unconstitutional as the repeated attempts to distinguish between a direct application of constitutional principles in the public sector and an indirect relevance in the private sector. Experience has demonstrated that any such distinction ultimately deprives the constitutional principles of their effect.

In later judgments, both Courts have detailed the requirements of a right to privacy and, at the same time, adapted them to the demands of concrete conflicts. Thus, for instance, the Constitutional Court has stated that though the freedom of the press may, particularly in the case of public figures, justify more limited protection, a minimum of clearly protective measures must still be taken.

B. The Right to Privacy in the European Union

In 1950, the European Convention for the Protection of Human Rights (art. 8) already guaranteed to everyone the “right to respect for his private and family life, home and correspondence,” and a formulation that was literally repeated thirty years later in the European Union’s Charter on Fundamental Rights (art. 7). However, like the Human Rights Convention, the Charter had no immediate practical effects. Therefore, the European Union’s organs and institutions were only obliged to strictly comply with the Charter when the Lisbon Treaty came into force.

But although the Charter and the Human Right’s Convention share a

common text, they are interpreted differently. For example, in the opinion of the European Court of Human Rights,\(^{25}\) whenever freedom of press is at stake, article 8 of the Convention justifies diminished privacy protection if persons concerned are politicians, a view obviously accepted by the German Federal Constitutional Court.\(^{26}\) Nonetheless, both documents affirm the change in the discussion's focal point. The discourse surrounding privacy rights has shifted from a tort-oriented approach to an understanding grounded in elementary constitutional principles that stresses the importance of effective safeguards, establishes a foundation for judicial decisions, and asserts the necessity of preventing and punishing intrusions on privacy.

As evident as the constitutionalization process within the European Union is, it does not justify a perception of privacy where, as in James Whitman's view, dignity concerns are weightier in Europe while liberty interests predominate in the United States.\(^{27}\) The German Courts, as already mentioned, made a conscious choice to ground privacy in both concepts. Besides, precisely because of the importance of both dignity and liberty, the European Union and its Member States are obliged to protect privacy in both their internal regulations and external agreements.

In sum, since the Lisbon Treaty the European Union has no choice: privacy cannot be determined at will. The Union's considerations have always been grounded on article 7 as well as on all other privacy-relevant provisions of the Charter, in particular article 8. Consequently, contrary to the arguments of some scholars, the European Union neither acts against the background of an "antiquated" Privacy Directive of the European Commission, nor intends to impose its views on the rest of the world as a kind of "privacy cop,"\(^{28}\) but merely follows the Charter and the duties imposed on it there.

III. THE UNEASY STATUS OF PRIVACY RIGHTS

The extension of constitutional rights to privacy emphasizes the importance of an efficient protection. Nevertheless it does not clarify the protection's precise scope. In fact, the more stronger privacy safeguards were demanded, the more difficult it became to find agreement on the modalities of an adequate protection.

Controversies as those in Germany over the monitoring, by police and

other public authorities in the security sector, of conversations in private homes are a typical example. An initial attempt to install the necessary devices throughout a particular private home was abandoned because of the repeated references in the German Federal Constitutional Court's decisions to an inviolable core of the private sphere.29 Instead, an exception for the bedroom, and possibly one or two other rooms, was envisaged but quickly abandoned. The risk that such exceptions could jeopardize the gathering of needed information by placing certain rooms in residences “off limits” to surveillance was far too obvious. Therefore, preference was given to techniques that permit the monitoring of all conversations in the home from outside, despite their hardly deniable incompatibility with the Federal Constitutional Court’s jurisprudence. Nonetheless the weakness of all still ongoing efforts to postulate an impenetrable and thus indisputably “intimate” sphere could hardly have been better demonstrated.

The growing relevance of the constitutional aspects of privacy did not only strengthen privacy protection. It also set off conflicts such as those between privacy and freedom of the press.30 While German law confirms the duty to secure the best possible privacy protection for persons concerned, freedom of the press generally prevails over privacy in the United States. The Wikipedia case is a recent illustration of the diverging approach.31 In 1990, two people killed Walter Sedlmayr, an actor, and were sent to jail. They were released from prison in 2007 and 2008 and almost immediately tried to have their names removed from prior publications and to prohibit any further reference to their past. “They should,” as their lawyer said, be rehabilitated and “lead their life without being publicly stigmatized.”32 For exactly this reason, the editors of Wikipedia’s German-version deleted all mention of the two men in an article about Walter Sedlmayr. Both of them have also sued the Wikipedia Foundation to have their names removed from the English-language version. In the United States, the reaction thus far has been rather disinterested comments such as the lapidary remark that every Justice on the United States Supreme Court would agree that the Wikipedia article “is easily, comfortably protected by the First Amendment.”33

29. See, e.g., Federal Constitutional Court, BVerfGE 120, 274, 335 (2008); BVerfGE 106, 28, 39 (2003); BVerfGE 80, 367, 376 (1990); BVerfGE 73, 118 (1987); BVerfGE 34, 238, 247 (1973).
30. See also supra notes 21, 25.
32. See Schwartz, supra note 31.
33. Id.
IV. 
DATA PROTECTION

William Prosser’s 1960 article was far more a critical look back than a guideline for future reflections on privacy. His key point had already been mentioned in publications of Wiener and Frank, which saluted “cybernetic machines” as guarantees of an unprecedented rationalization of social and political discourse. Their central statement was that never before had it been possible to collect and process a virtually unlimited amount of information, and therefore the chances of truly objective decisions had never been so good. Consequently the rapidly expanding use of “machines” was regarded as the passage to communication structures guided by a thorough and transparent analysis of all relevant information. In the future, decisions about individuals would no longer be based on speculations or influenced by a purely subjective approach.

Databanks, like the collection initiated by the Government of the German Federal State of Hesse in the middle of the 1960s, embodied the hopes evoked by “cybernetic machines.” The data collections were to allow efficient long-term policies, such as in finance and social security, and also to secure better medical help, especially in emergencies. But while the databanks were at first generally accepted, doubts gradually arose, beginning in 1968, with regard to the processing of personal data. The involvement of nearly all Hesse citizens, the storage of especially sensitive data, as those concerning health or income, and the databank’s capacity to exploit information for different purposes triggered demands that the Government investigate the risks of a permanent surveillance of citizens. As a consequence, on October 10, 1970, the Hessian Parliament adopted the world’s first Data Protection Act after a short but intensive debate.

The adoption of the Hessian Act was preceded by a careful study of similar expectations especially in the United States, the clearly prevailing information source at that time. Congressional hearings on “Computer and Invasion of Privacy,” “Commercial Credit Bureaus,” and “Computer

---

Privacy," as well as the congressional report on "Privacy and the National Data Bank Concept," and the contributions to the growing debate in law and social sciences about privacy protection in an ever more computerized age, were among the documents consulted.

The Hessian Act was followed by the adoption of data protection laws in other countries, beginning with Sweden in 1973 and provisionally ending with Mexico in 2010. A common characteristic of nearly all these laws is their omnibus approach. In other words, they all contain rules applicable to every kind of processing of personal data. An approach like this openly contrasts with the prevalence of sectoral-oriented provisions in the United States. Clearly sectoral rules depart from an omnibus regulation approach and instead deliberately focus on a specific context of data processing, such as credit reporting, information collected for insurance purposes, or the processing of personal data by the police as well as the various health agencies.

The Hessian Parliament's nearly unanimous and astonishingly quick enactment of the Data Protection Act was due, in part, to the limited scope of the Act—it addressed only the public sector's automated processing of personal data. In contrast, whenever rules regarding private persons and businesses were considered, the result was a remarkable delay, mainly caused by demands for a more lenient regulation of the private sector, long supported by the assertion that private entities would never have the financial or technical means needed to establish databanks as large and comprehensive as those of government. Thus, the German Federal Data Protection Law was passed only after five years of intense controversies shaped by the requests to mitigate the duties of private data processors. To this day, the law's provisions still reflect the efforts to exclude private data processors from strict regulations addressing essential elements of a reliable protection. While, for instance, truly independent controllers oversee public entities, the private sector is inspected by agencies subject to government directives, a distinction that has been clearly rejected by the European Court of Justice as utterly incompatible with the independence

45. Bundesdatenschutzgesetz [BDSG] [Data Protection Act], Feb. 1, 1977, BGBL. 1 201.
46. European Court of Justice (Grand Chamber), Case C-518/07 European Commission supported by the European Data Protection Supervisor v. Federal Republic of Germany, 2010
explicitly required by the European Data Protection Directive.\textsuperscript{47}

Comparable controversies accompanied the history of the 1995 European Data Protection Directive,\textsuperscript{48} as once more there were tenacious attempts to eliminate or at least weaken an independent external control of data processors. There has also been a virtually indefinite postponement of the long overdue review of the Directive. Thirty-five years after its adoption the Directive’s provisions need more than ever to be adapted to the changes in technology as well as to the experiences on both the national and supranational levels.\textsuperscript{49}

German data protection laws were at first grounded in exactly the same articles of the Constitution that generally guarantee privacy protection.\textsuperscript{50} Nonetheless, the Federal Constitutional Court redefined the conditions of access to personal data in a seminal judgment in 1983 that involved a routine census with equally routine questions.\textsuperscript{51} In response to the government’s census-plans, there had been a spontaneous and unprecedented public protest. The planned collection of detailed information on every person and the intended systematic use of computerized processing were seen as unmistakable signs of a government policy aimed at limitless surveillance and manipulation of its citizens.\textsuperscript{52}

In its “Census” opinion, the Constitutional Court stated that the duty to respect the individual’s dignity and his freedom to develop his personality must, especially in view of technologies allowing a processing of an ever greater amount of personal data, be complemented by a “right to informational self-determination.”\textsuperscript{53} Individuals should, in other words, have the right to determine who can use their data, for what purpose, on what conditions, and for how long.\textsuperscript{54} Only then, the Court added, would individuals be able to freely form, express, and defend their opinions. The Court concluded that the more personal privacy is curtailed, the more individuals will gradually give up their constitutional rights. Informational self-determination, the Court stated, must therefore be seen and treated as an elementary precondition of a democratic

E.C.R. I-00000.

\textsuperscript{48} \textit{Id.}
\textsuperscript{49} \textit{See} Spiros Simitis, \textit{Die EG-Datenschutzrichtlinie: eine überfällige Reformaufgabe, in Festschrift für Winfried Hassemer zum 70. Geburtstag} 1235 (Felix Herzog & Ulfried Neumann ed., 2010).
\textsuperscript{50} \textit{See supra} notes 18, 19.
\textsuperscript{51} Federal Constitutional Court, BVerfGE 65, 1 (1984).
\textsuperscript{52} For a discussion in English, see Paul M. Schwartz, \textit{The Computer in German and American Constitutional Law}, 37 \textit{Am. J. Comp. Law} 675 (1989).
\textsuperscript{53} Federal Constitutional Court, BVerfGE 65, 1, 43 (1984).
\textsuperscript{54} For an English excerpt from the opinion, see Donald P. Kommers, \textit{The Constitutional Jurisprudence of the Federal Republic of Germany} 323–26 (2d ed. 1997).
society. Both its existence and functioning depend, thus, on the capacity of citizens to autonomously act and participate in society, a capability irrevocably linked to the knowledge and control of their personal data.

Since then, the Court has, on several occasions, underscored the importance of informational self-determination and affirmed that the legislature may foresee exceptions, but only in precisely defined cases, for clearly indicated purposes, and for accurately described and reliably controllable conditions of data use. In fact, in 2010 the Constitutional Court struck down a statute that required a preventive storage of every person's telecommunication data in order to better combat severe forms of crime.

Moreover, in 2008, the Court expanded the "informational self-determination" by a "guarantee of confidentiality and integrity of technical information systems." This right protects against a secret infiltration of technical information systems, and is, in particular, directed against the government's security agencies. Exceptions are permitted only in cases in which particularly important legal interests, such as the life and freedom of persons concerned or the existence of the State, are concretely endangered. As an additional safeguard, a court must, as a rule, first authorize the infiltration.

Using "informational self-determination" as a prerequisite of a democratic society confirms the central role of the individual, but it does not confer on individuals a limitless power of decision-making. Most data protection laws may still begin by categorically asserting that processing of personal data can be either justified by the data subject's consent or by an explicit legal regulation. Nevertheless, neither the data subject's particular situation nor the specific context of the consent can be ignored. Consequently, labor courts in Germany and elsewhere have, because of employees' inherently uneven bargaining power, steadily restricted the questions that employers can ask of employees and the data that can be collected about them. Quite on the same lines, the International Labour Office (ILO) opted for carefully differentiated rules in its Code on the Protection of Worker's Personal Data. Thus, for

55. Federal Constitutional Court, BVerfGE 65, 1, 43 (1984)
56. Id. at 43-46; see also BVerfGE 120, 274 (2008); BVerfGE 103, 21 (2000); BVerfGE 93, 181 (1995); BVerfGE 84, 192 (1991); BVerfGE 78, 77 (1988).
57. Federal Constitutional Court, 63 NJW 833 (2010).
61. INT'L LABOUR OFFICE, PROTECTION OF WORKERS' PERSONAL DATA: AN ILO CODE OF
example, genetic screening should be generally prohibited, subject to possible exceptions explicitly indicated by national laws (art. 6.12). As with labor relations, experiences in the credit area have consistently shown that a transfer of data concerning borrowers to third parties must be restricted to a few necessary cases. The German legislature tried to at least partially reach this result in the latest amendments to the Federal Data Protection Act.62

Thus, labor relations and credit policies illustrate that informational self-determination presupposes definitely more than the mere abstract acceptance of everyone’s right to define the use of his or her data. The ability to influence the processing depends on its particular context. Therefore, only as long as the respect of every person’s right is also understood as a duty to always consider the context of the processing can self-determination be guaranteed while also yielding to the exigencies of a democratic society.

Another equally relevant example of the need to consider the close relationship between data protection and a democratic society is the expanding commercialization of personal data. It has been justified as a perfectly normal result of either the data subject’s property right,63 or more specifically, the subject’s right to determine the use of his or her data. But although both these approaches recognize that information processing implies a range of economic interests, they ignore the full social costs of data use.64

The more people consent to the commercial use of their data by a particular business, the more they are integrated into a system that improves the firm’s chances to influence their behavior. Firms exploit this influence over people’s behavior primarily to further their own interests and future plans. Therefore, the commercialization initiates and furthers a long-term manipulation of the data subjects and must be for precisely this reason measured against the demands of a functioning democratic society.

Data protection laws have always been marked by the uneasiness in dealing with constantly advancing technology. Legislators deliberately chose a distinctly abstract language in order to improve the chances to address unknown aspects and new developments of technology. Nevertheless, the more computers expanded, the clearer it became that the original rules had to be replaced by regulations that explicitly took specific uses into account. Pensions,
medical treatments, archives, tax records, insurance records, police reports necessarily contain personal data. An effective treatment of their processing substantially depends on the particular frame in which they fit. Hence, a well functioning protection presupposes provisions reacting to the risks of the concrete use.

As a result, lawmakers—especially in Europe—have enacted a second context-oriented generation of data protection regulations. Clearly sectoral laws are, for instance, increasingly used to regulate particularly sensitive processing areas. Statutes, such as those related to social security, preventive medical examinations, various security agencies, handicapped persons, or electronic health cards, include provisions on access to personal data. Europe more and more resembles the United States. Omnibus laws were since the earliest days of data protection, especially in Europe, considered to be the only means to secure both a broad and reliable way to regulate the use of personal data. By now, a mounting and interminable amount of provisions dominates, an experience equally typical for the European Community, as the considerable number of Directives demonstrates.

However, the assumption that the concentration on a particular context would ameliorate the protection of data subjects has been largely disproved. The sectoral approach is again and again seen by data controllers as an opportunity to limit the restrictions of the intended use. New processing rules in the law enforcement sector are characteristic of such a policy. A further example is Germany’s newly established register of data related to labor relations. An exceptional amount of information concerning an individual’s former and actual employments, including data on “faulty comportment,” that may very well be exploited for purposes such as profiling and evaluating potential employees, is systematically stored. An official list as this register


should never have been foreseen before definitively enumerating its purposes and exactly indicating the data that can be used for each of these objects. All the more, because data collections as those on the employees illustrate and underscore the crucial importance of a “right to forget” or a “right to the silence of the chips.”

Experiences at the supranational level of the European Union (E.U.) are similar. The European Commission’s explicitly stated willingness to comply with the European Charter of Fundamental Rights has not stopped the Commission from adopting regulations that openly contravene its duty to restrict all data uses to information needed for a precisely determined purpose. Thus, an E.U. Directive has legitimated even data collections that German law itself would otherwise prohibit. In fact, the Commission itself has, just like some E.U. Member States, time after time disregarded, particularly in the security sector, basic demands of data protection. The attempt to conclude an agreement between the Union and the United States that would allow the United States to access financial data kept in Europe and the Commission’s Directorate General Internal Policies on a European Passenger Name Record System are two recent examples of the Commission’s inconsistent policies for privacy.

In sum, there is a pressing need to thoroughly review regulatory approaches that, as in Europe, primarily rest on omnibus laws. Any further reflection should be guided by two requirements. First, legislators must limit themselves to the few core principles that every regulation of the use of personal data must observe. Second, all context-oriented rules must be conceived and applied as part of a uniform system based on a common foundation. Divergences may occur, but such exceptions should still fulfill two conditions:

72. Directive 2006/24, supra note 64.
73. See Federal Constitutional Court, 63 NJW 833 (2010).
lawmakers should provide a specific justification for deviations, and should compensate any potential reduction in data protection with clearly defined measures. Thus, an exception from the common foundation would neither imperil the flexibility of the regulation nor the protection of personal data.

V.
THE ROAD AHEAD

The computerization of data use was initially seen, in both public and private sectors, as a means to help handle information pertinent to a specific issue, such as a criminal investigation, the cause and symptoms of certain diseases, or the administration of client data. However, the clearer it became that enhanced technology not only allows the processing of a practically endless amount of personal data but also an extendable linkage of data banks, the more the focus has shifted to preventive policies that in a growing number of cases initiate an intensive "predictive surveillance." 77

Whether security issues, health problems, insurance, or marketing are at stake, data processing has become the foremost means for developing long-term strategies intended to disclose causalities, determine correctives, or steer and control a comportment that furthers the success of specific policy aims. Thus, for example, a British Biobank has been established to investigate diseases, such as Parkinson's, that are typical of an aging society. 78 As a result, information from about half a million persons, aged between forty-five and sixty-nine years, is now regularly collected in the United Kingdom. The Biobank includes medical and genetic data as well as information regarding family members, professional activities, specific preferences and habits, and social contacts. The constantly perfected profiles of registered persons have quickly led security agencies and insurance companies to express their interest in Biobank's data. While the regulation governing the activities of the Biobank finally denied insurance companies access, it explicitly permits security agency use. 79 Comparatively extensive collections were, for instance, discussed in France with regard to plans to diagnose cancer as early as possible and to link future insurance payments to patients strictly following a prescribed lifestyle. 80

Both the European Commission and various E.U. Member States are also implementing regulations compelling private telecommunication companies to collect and store information potentially needed by security agencies in the

context of future criminal acts, a striking change of data processing methods indeed. The government no longer sticks to the traditional direct collection of data. It turns instead to private entities. In doing so, the state not only acknowledges that the majority of data is stored in the private sector, but also establishes a processing model systematically combining information gathered in both public and private sectors. As a result, the government can limit its own gathering activities and opt for compelling services by businesses using data that might be of interest to public agencies.

However, this certainly noteworthy modification of the collection methods should not distract from the obvious violation of fundamental principles of data protection. In particular, the new approach disregards the emphatically proclaimed duty to only process data positively needed for a clearly defined purpose. The European Union’s Charter of Fundamental Rights, the European Commission’s 1995 Data Protection Directive, and the Data Protection Laws of the Member States all require concrete criminal acts or at least potential involvement of persons concerned, before personal data are collected. Against this background, the German Federal Constitutional Court unambiguously declared that the German law transposing the Data Retention Directive to be unconstitutional and indirectly urged both the European Commission and the European Parliament to review the untenable Directive.

Considerations about a review of the present data protection law are increasingly overshadowed by what may be the most significant challenge that a regulation of privacy has ever faced. As demonstrated daily by the spread of the Internet, technology has once again transformed the conditions of data use. Radically reassessed marketing strategies for consumer goods, countless chats criticizing products and services, widespread exchanges of experiences with physicians, detailed discussions about marital life, or a disclosure of every aspect of strictly personal habits, shifted data processing more and more to the Internet. In short, the Internet has redefined communication structures in a manner as radical as the introduction of computers. Nonetheless, legislators

81. See supra notes 57, 64.
82. See supra note 23, art. 8, para. 2.
83. See supra note 43, art. 6, para. 1.
84. See, e.g., Bundesdatenschutzgesetz § 28a(2) [BDSG] [Data Protection Act], July 29, 2009, BGBL. I 2254.
85. Federal Constitutional Court, 63 NJW 833 (2010).
86. Supra note 66.
have to this day avoided a serious discourse regarding the implications of the
Internet for data protection. The few attempts to address this issue concern
especially criminal law and in particular child pornography. Openly negative
reactions to privacy protection as well as a clearly temporizing attitude are
obviously considerable, starting with the claim that the Internet is the first and
only area of a truly unlimited free expression, continuing with references to
numerous impediments due to the worldwide dimension of the Internet and a
widespread hesitation resulting from an evident reluctance to harm the
providers’ interests. Nevertheless, legal principles, such as every person’s right
to determine the conditions of access to his or her data, or the right to be left
alone, do not cease to be mandatory guidelines for all personal data uses.
Conflicts like the assumingly open handling of information obtained from the
Internet by employers on actual or potential employees demonstrate and
confirm: the Internet must not be a law-free zone.

Providers have realized the pressing need for clear rules, but their primary
choice is self-regulation, as the case of Facebook reveals, despite its founder’s
assertion that social concerns about privacy are diminishing. Hence, providers
maintain a policy that permits them to safeguard their autonomy and avoid
legislative scrutiny. Nonetheless, self-regulation does not suffice, as with
automated data retrieval. In its opinion on informational self-determination, the
German Federal Constitutional Court has purposely underscored the
indispensability of mandatory legislative measures. Self-regulation is not a
genuine alternative to the legislature’s intervention, even if, as with Facebook,
users are fully informed and expressly asked to update their privacy settings. At
best, self-regulation can help to supplement legislation.

Regulations addressing the use of personal information on the Internet
appear, at first, perfectly normal extensions of generally accepted restrictions
on data processing. However, their application would take place against the
background of a unique experience: an unprecedented readiness to expose even
the most private data. The same people who otherwise insist on the


89. Marshall Kirkpatrick, Facebook’s Zuckerberg Says the Age of Privacy is Over, READWRITEWEB, Jan. 9, 2010, http://www.readwriteweb.com/archives/facesbooks_zuckerberg_says_the_age_of_privacy_is_over.php. Mark Zuckerberg, the founder of Facebook, stated in an interview that “[p]eople have really gotten comfortable not only sharing more information and different kinds, but more openly and with more people. That social norm is just something that has evolved over time.” Id.

90. See note 51, at 44.
inaccessibility of their private sphere have evidently not the slightest hesitation to publicly revealing all its details. It is no wonder that social networking information, provided, for instance, by widespread flirting on Facebook, is now used in the United Kingdom as a divorce reason in every fifth divorce or separation case. An evaluation of chatting on the Internet has shown that it manifestly contributed to the proliferation of divorces in the last two years.\textsuperscript{91} But the more the Internet is used to circulate and access strictly personal information, the clearer the question arises: Can a legally guaranteed respect for privacy be upheld in a society in which technology incites and sustains a constant disclosure of highly private data?

Despite these developments, however, privacy must remain a fundamental right in a society grounded on respect for the individual’s personality. Consequently, reflections on the implications of profoundly modified conditions of communication are required more than ever before. Fifty years after the publication of William Prosser’s article, the necessity to define and ensure the constitutive elements of privacy is, thus, still present.
